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Preface

The Internet of Things (IoT) has attracted strong interest from both academia
and industry. The IoT integrates radiofrequency identification (RFID), sensors,
smart devices, the Internet, smart grids, cloud computing, vehicle networks, and
many other information carriers. Goldman Sachs mentioned that the IoT would
bring over 28 billion “things” into the Internet by 2020. Typical “things” include
end users, data centers, processing units, smartphones, tablets, Bluetooth, Zig-
Bee, IrDA, UWB, cellular networks, Wi-Fi networks, NFC data centers, RFID,
their tags, sensors and chips, household machinery, wristwatches, vehicles, house
doors, and many other cyberunits. With the growth of nanodevices, smartphones,
5G, tiny sensors, and distributed networks, the IoT is combining the “factual and
virtual” anywhere and anytime, and is attracting the attention of both “maker and
hacker.”

However, interconnecting many “things” also means the possibility of inter-
connecting many different threats and attacks. For example, a malware virus can
easily propagate through the IoT at an unprecedented rate. In the four design
aspects of the IoT system, there may be various threats and attacks: (1) Data
perception and collection: In this aspect, typical attacks include data leakage,
sovereignty, breach, and authentication. (2) Data storage: The following attacks
may occur: denial-of-service attacks (attacks on availability), access control
attacks, integrity attacks, impersonation, modification of sensitive data, and so
on. (3) Data processing: In this aspect there may exist computational attacks that
aim to generate wrong data processing results. (4) Data transmission: Possible
attacks include channel attacks, session hijacks, routing attacks, flooding, and
so on. Apart from attenuation, theft, loss, breach, and disaster, data can also be
fabricated and modified by the compromised sensors.

Therefore, efficient and effective defense mechanisms are of the utmost
importance to ensure the security of the IoT. In particular, the U.S. Department of

xi
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Energy (DOE) has identified attack resistance to be one of the seven major prop-
erties required for the operation of the smart grid, which is an emerging field
of the IoT. Then, the question is: how do we use efficient algorithms, models,
and implementations to cover the four important aspects of IoT security, that is,
confidentiality, authentication, integrity, and availability? Obviously, no single
scheme can cover all these four aspects, due to the extreme complexity of IoT
attacks.

In this book, we have invited some top IoT security experts from all over the
world to contribute their knowledge about different IoT security aspects. We have
seamlessly integrated those chapters into a complete book. All chapters have a
clear problem statement as well as detailed solutions. More than 100 figures have
been provided for graphic understanding.

After reading this book, industrial engineers will have a deep understanding
of security and privacy principles in complex IoT systems. They will also be
able to launch concrete cryptography schemes based on the detailed algorithms
provided in some chapters.

After reading this book, academic researchers will be able to understand all
critical issues to be solved in this exciting area. They will get to know some
promising solutions to those research problems, and pick up an unsolved, chal-
lenging issue for their own research.

After reading this book, policy-makers will have a big picture of IoT secu-
rity and privacy designs, and get to know the necessary procedures to achieve
robust IoT information collection, computation, transmission, and sharing across
Internet clouds.

All chapters are written for both researchers and developers. We have tried
to avoid much jargon and use plain language to describe profound concepts. In
many places, we have also provided step-by-step math models for readers’ secu-
rity test bed implementation purposes.

Overall, this book consists of the following five parts:
Section I. Attacks and Threats: This part introduces all types of IoT attacks

and threats. It also demonstrates the principle of countermeasures against those
attacks. Moreover, we have given detailed introductions of Sybil attacks, mal-
ware propagation, and some other specific attacks.

Section II. Privacy Preservation: Privacy is always one of the top concerns
for any network application. The IoT collects data from all the “things” around
people. Much data is related to human activities. For example, biomedical data
may include patients’ health records. How do we distribute those data for Internet
sharing while, in the meantime, protecting people’s privacy well? In this part, we
will discuss privacy preservation issues during data dissemination, participatory
sensing, and indoor activities. We will also use smart building as an example to
discuss privacy protection solutions.

Section III. Trust and Authentication: The trust model is a critical topic of
IoT security design. This part will describe different types of trust models in the
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IoT infrastructure. The access control to IoT data is also discussed. A survey of
IoT authentication issues is provided in this part.

Section IV. IoT Data Security: This part emphasizes the security issues during
IoT data computation. We will introduce computational security issues in IoT
data processing, security design in time series data aggregation, key generation
for data transmission, as well as concrete security protocols during data access.

Section V. Social Awareness: Any security designs should consider policy and
human behavioral features. For example, a security scheme cannot be installed
in a real platform without the consent of the users. Many attacks aim to utilize
the loopholes of user habits. A security design will have deep impacts on the
dissemination of IoT data to each corner of the world. In this part, we will cover
social-context-based privacy and trust design in IoT platforms, as well as the
policy-based informed consent in the IoT.

We have required each chapter author to provide detailed descriptions of the
problems to be solved, the motivations of their proposed solutions, and detailed
algorithms and implementations. Our goal is to provide readers with a compre-
hensive understanding of the security and privacy aspects in the IoT system. A
few chapters are written in a survey style. They can be used by beginners to get
to know the basic principles of achieving attack-resilient IoT infrastructure.

Due to limitations of time, there may be some points missing in this book.
Please contact the publisher if you have any comments for its future improve-
ment.

MATLAB R© is a registered trademark of The MathWorks, Inc. For product infor-
mation, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com

www.mathworks.com
mailto:info@mathworks.com
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1.1 Introduction
People worldwide are now ready to enjoy the benefits of the Internet of Things
(IoT). The IoT incorporates everything from the body sensor to the recent cloud
computing. It comprises major types of networks, such as distributed, grid, ubiq-
uitous, and vehicular; these have conquered the world of IT over a decade. From
parking vehicles to tracking vehicles, from entering patient details to observing
postsurgery, from child care to elder care, from smart cards to near field cards,
sensors are making their presence felt. Sensors play a vital role in the IoT as well.
The IoT works across heterogeneous networks and standards. Exceptionally, no
network is free from security threats and vulnerabilities. Each of the IoT layers
is exposed to different types of threats. This chapter focuses on possible threats
to be addressed and mitigated to achieve secure communication over the IoT.

The concept of the IoT was proposed in 1999 by the Auto-ID laboratory of
the Massachusetts Institute of Technology (MIT). ITU released it in 2005, begin-
ning in China. The IoT can be defined as “data and devices continually available
through the Internet.” Interconnection of things (objects) that can be addressed
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Figure 1.1: IoT underlying technologies.

unambiguously and heterogeneous networks constitute the IoT. Radiofrequency
identification (RFID), sensors, smart technologies, and nanotechnologies are the
major contributors to the IoT for a variety of services, as shown in Figure 1.1.
Goldman Sachs quoted that there are 28 billion reasons to care about the IoT.
They also added that in the 1990s, the fixed Internet could connect one billion
end users, while in the 2000s, the mobile Internet could connect another two bil-
lion. With this growth rate, the IoT will bring as many as 28 billion “things” to the
Internet by 2020. With the drastic reduction in the cost of things, sensors, band-
width, processing, smartphones, and the migration toward IPv6, 5G could make
the IoT easier to adopt than expected. Every “thing” comes under one umbrella
encompassing all the things.

The IoT also views everything as the same, not even discriminating between
humans and machines. Things include end users, data centers (DCs), process-
ing units, smartphones, tablets, Bluetooth, ZigBee, the Infrared Data Associ-
ation (IrDA), ultra-wideband (UWB), cellular networks, Wi-Fi networks, near
field communication (NFC) DCs, RFID and their tags, sensors and chips, house-
hold equipment, wristwatches, vehicles, and house doors; in other words, IoT
combines “factual and virtual” anywhere and anytime, attracting the attention of
both “maker and hacker.” Inevitably, leaving devices without human intervention
for a long period could lead to theft. IoT incorporates many such things. Protec-
tion was a major issue when just two devices were coupled. Protection for the
IoT would be unimaginably complex.

1.2 Phases of IoT System
The IoT requires five phases, from data collection to data delivery to the end
users on or off demand, as shown in Figure 1.2.
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Figure 1.2: Phases of IoT system.

1.2.1 Phase I: Data collection, acquisition, perception
Be it a telemedicine application or vehicle tracking system, the foremost step is
to collect or acquire data from the devices or things. Based on the characteristics
of the thing, different types of data collectors are used. The thing may be a static
body (body sensors or RFID tags) or a dynamic vehicle (sensors and chips).

1.2.2 Phase II: Storage
The data collected in phase I should be stored. If the thing has its own local
memory, data can be stored. Generally, IoT components are installed with low
memory and low processing capabilities. The cloud takes over the responsibility
for storing the data in the case of stateless devices.

1.2.3 Phase III: Intelligent processing
The IoT analyzes the data stored in the cloud DCs and provides intelligent ser-
vices for work and life in hard real time. As well as analyzing and responding to
queries, the IoT also controls things. There is no discrimination between a boot
and a bot; the IoT offers intelligent processing and control services to all things
equally.

1.2.4 Phase IV: Data transmission
Data transmission occurs in all phases:
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� From sensors, RFID tags, or chips to DCs

� From DCs to processing units

� From processors to controllers, devices, or end users

1.2.5 Phase V: Delivery
Delivery of processed data to things on time without errors or alteration is a
sensitive task that must always be carried out.

1.3 Internet of Things as Interconnections of
Threats (IoT vs. IoT)

In the future, maybe around the year 2020 with IPv6 and the 5G network, mil-
lions of heterogeneous things will be part of the IoT. Privacy and security will
be the major factors of concern at that time. The IoT can be viewed in differ-
ent dimensions by the different sections of academia and industry; whatever the
viewpoint, the IoT has not yet reached maturity and is vulnerable to all sorts of
threats and attacks. The prevention or recovery systems used in the traditional
network and Internet cannot be used in the IoT due to its connectivity.

Change is the only thing that is constant, and end users strive to develop
technology to suit their needs. The evolution of threats has caused an increase
in the security measures that need to be taken into consideration. This chapter
presents security issues in three dimensions, based on phase, architecture, and
components. Figures 1.3 through 1.6 show all possible types of attacks in these
three different views, thus depicting the IoT as the Interconnection of Threats.

1.3.1 Phase attacks
Figure 1.3 demonstrates the variety of attacks on the five phases of IoT. Data
leakage, sovereignty, breach, and authentication are the major concerns in the
data perception phase.

1.3.1.1 Data leakage or breach

Data leakage can be internal or external, intentional or unintentional, authorized
or malicious, involving hardware or software. Export of unauthorized data or
information to an unintended destination is data leakage. Generally, this is done
by a dishonest or dissatisfied employee of an organization. Data leakage is a
serious threat to reliability. As the cloud data move from one tenant to several
other tenants of the cloud, there is a serious risk of data leakage. The severity of
data leakage can be reduced by the use of DLP (data leakage prevention).
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Figure 1.3: Attacks on phases.
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Figure 1.4: Possible attacks based on architecture.

1.3.1.2 Data sovereignty

Data sovereignty means that information stored in digital form is subject to the
laws of the country. The IoT encompasses all things across the globe and is hence
liable to sovereignty.
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1.3.1.3 Data loss

Data loss differs from data leakage in that the latter is a sort of revenge-taking
activity on the employer or administrator. Data loss is losing the work acciden-
tally due to hardware or software failure and natural disasters.

1.3.1.4 Data authentication

Data can be perceived from any device at any time. They can be forged by intrud-
ers. It must be ensured that perceived data are received from intended or legiti-
mate users only. Also, it is mandatory to verify that the data have not been altered
during transit. Data authentication could provide integrity and originality.

1.3.1.5 Attack on availability

Availability is one of the primary securities for the intended clients. Distributed
denial of service (DDoS) is an overload condition that is caused by a huge
number of distributed attackers. But this not the only overload condition that
makes the DCs unavailable to their intended clients. The varieties of overload
threat occurrence that cause DCs to freeze at malicious traffic are analyzed
here:

� Flooding by attackers

� Flooding by legitimates (flash crowd)

� Flooding by spoofing

� Flooding by aggressive legitimates

1.3.1.5.1 Flooding by attackers

DDoS is flooding of malicious or incompatible packets by attackers toward the
DCs. This kind of overload threat can be easily detected by Matchboard Profiler.
If the attacker characteristic is found, the user can be filtered at the firewall.

1.3.1.5.2 Flooding by legitimates (flash crowd)

Flash crowd is an overload condition caused by huge numbers of legitimate users
requesting the DC resources simultaneously. This can be solved by buffering an
excess number of requests so that this overload condition remains live only for a
certain period of time.

1.3.1.5.3 Flooding by spoofing attackers

This is caused by impersonation which can be detected by acknowledging each
request and by maintaining the sequence number of the requests and requesters’
Internet protocol (IP) address.
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1.3.1.5.4 Flooding by aggressive legitimates

Aggressive legitimates are users who are restless and repeatedly initiate similar
requests within a short time span. This leads to an overload condition, where the
legitimate users flood the server with requests that slow down the DC perfor-
mance. These attacks are difficult to detect because of their legitimate charac-
teristics. By analyzing the inter-arrival time between data packets as well as the
values of the back-off timers, those attacks can be detected.

1.3.1.6 Modification of sensitive data

During transit from sensors, the data can be captured, modified, and forwarded
to the intended node. Complete data need not be modified; part of the message is
sufficient to fulfill the intention.

Modification takes place in three ways: (1) content modification, in which
part of the information has been altered; (2) sequence modification, in which the
data delivery has been disordered, making the message meaningless; and (3) time
modification, which could result in replay attack.

For example, if an ECG report has been altered during a telemedicine diagno-
sis, the patient may lose his or her life. Similarly, in road traffic, if the congestion
or accident has not been notified to following traffic, it could result in another
disaster.

1.3.2 Attacks as per architecture
The IoT has not yet been confined to a particular architecture. Different vendors
and applications adopt their own layers. In general, the IoT is assumed to have
four layers: the lowest-level perception layer or sensing layer, the network layer,
the transmission layer, and the application layer. Figure 1.4 depicts the layers and
the possible threats to each layer.

1.3.2.1 External attack

In order to make full use of the benefits of the IoT, security issues need to be
addressed first. Trustworthiness of the cloud service provider is the key concern.
Organizations deliberately offload both sensitive and insensitive data to obtain
the services. But they are unaware of the location where their data will be pro-
cessed or stored. It is possible that the provider may share this information with
others, or the provider itself may use it for malicious actions.

1.3.2.2 Wormhole attack

Wormhole attack is very popular in ad hoc networks. IoT connects both station-
ary and dynamic objects, ranging from wristwatches and refrigerators to vehicles.
The link that binds these objects is also heterogeneous, may be wired or wireless,
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and depends on the geographical location. Here, the intruder need not compro-
mise any hosts in the network. The intruder just captures the data, forwards them
to another node, and retransmits them from that node. Wormhole attack is very
strange and difficult to identify.

1.3.2.3 Selective forwarding attack

Malicious nodes choose the packets and drop them out; that is, they selectively
filter certain packets and allow the rest. Dropped packets may carry necessary
sensitive data for further processing.

1.3.2.4 Sinkhole attack

Sensors, which are left unattended in the network for long periods, are mainly
susceptible to sinkhole attack. The compromised node attracts the information
from all the surrounding nodes. Thereby, the intruder posts other attacks, such as
selective forward, fabrication, and modification.

1.3.2.5 Sewage pool attack

In a sewage pool attack, the malicious user’s objective is to attract all the mes-
sages of a selected region toward it and then interchange the base station node in
order to make selective attacks less effective.

1.3.2.6 Witch attack

The malicious node takes advantage of failure of a legitimate node. When the
legitimate node fails, the factual link takes a diversion through the malicious
node for all its future communication, resulting in data loss.

1.3.2.7 HELLO flood attacks

In HELLO flood news attacks, every object will introduce itself with HELLO
messages to all the neighbors that are reachable at its frequency level. A mali-
cious node will cover a wide frequency area, and hence it becomes a neighbor to
all the nodes in the network. Subsequently, this malicious node will also broad-
cast a HELLO message to all it neighbors, affecting the availability. Flooding
attacks cause nonavailability of resources to legitimate users by distributing a
huge number of nonsense requests to a certain service.

1.3.2.8 Addressing all things in IoT

Spoofing the IP address of virtual machines (VMs) is another serious security
challenge. Malicious users obtain the IP address of the VMs and implant mali-
cious machines to attack the users of these VMs. This enables hacking, and the
attackers can access users’ confidential data and use it for malicious purposes.
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Since the cloud provides on-demand service and supports multitenancy, it is also
more prone to DDoS attack. As the attacker goes on flooding the target, the tar-
get will invest more and more resources into processing the flood request. After
a certain time, the provider will run out of resources and will be unable to ser-
vice even legitimate users. Unless DLP agents are embedded in the cloud, due
to multitenancy and the movement of data from users’ control into the cloud
environment, the problem of data leakage will also exist.

The Internet has been expanding since its inception, and with it, threats to
users and service providers. Security has been a major aspect of the Internet.
Many organizations provide services through the Internet that involve banking
transactions, registrations, and so on. As a consequence, these websites need to
be protected from malicious attacks.

1.3.2.9 Distributed denial of service (DDoS)

DDoS, an attack initiated and continued by some hundreds or even thousands
of attackers, starts by populating unwanted traffic packets with enormous size in
order to capture and completely deplete memory resources. At the same time,
the traffic disallows legitimate requests from reaching the DC and also depletes
the bandwidth of the DC. This eventually leads to unresponsiveness to legitimate
requests. A denial of service (DoS) or DDoS attack can overwhelm the target’s
resources, so that authorized users are unable to access the normal services of the
cloud. This attack is a cause of failure of availability. Table 1.1 shows the various
types of DDoS attacks, the tools used, and the year of origination.

1.3.2.10 Flash crowd

A flash crowd is basically a sudden increase in the overall traffic to any specific
web page or website on the Internet and the sudden occurrence of any event
that triggers that particular massive traffic of people accessing that web page or
website.

Less robust sites are unable to cope with the huge increase in traffic and
become unavailable. Common causes of flash crowd are lack of sufficient data
bandwidth, servers that fail to cope with the high number of requests, and traffic
quotas.

1.3.2.11 IP spoof attack

Spoofing is a type of attack in which the attacker pretends to be someone else
in order to gain access to restricted resources or steal information. This type of
attack can take a variety of different forms; for instance, an attacker can imper-
sonate the IP address of a legitimate user to get into their accounts. IP address
spoofing, or IP spoofing, refers to the creation of IP packets with a forged source
IP address, called spoofing, with the purpose of concealing the identity of the
sender or impersonating another computing system.
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Table 1.1 Origin of DDoS attacks

DDoS Tool Possible Attacks Year

Fapi UDP, TCP (SYN and ACK), and
ICMP floods

June 1998

Trinoo Distributed SYN DoS attack June 1999
Tribe Flood Network
(TFN)

ICMP flood, SYN flood, UDP
flood, and SMURF-style attacks

August 1999

Stacheldraht ICMP flood, SYN flood, UDP
flood, and SMURF attacks

Late summer of
1999

Shaft Packet flooding attacks November 1999
Mstream TCP ACK

Flood attacks
April 2000

Trinity UDP, fragment, SYN, RST, ACK,
and other flood attacks

August 2000

Tribe Flood Network
2K (TFN2K)

UDP, TCP, and ICMP Teardrop
and LAND attacks

December 2000

Ramen Uses back chaining model for
automatic propagation of attack

January 2001

Code Red and Code
Red II

TCP SYN Attacks July and August
2001

Knight SYN attacks, UDP flood attacks July 2001
Nimda Attacks through e-mail

attachments and SMB networking
and backdoors attacks

September 2001

SQL slammer SQL code injection attack January 2003
DDOSIM (version
0.2)

TCP-based connection attacks November 2010

Loris Slowloris attack and its variants,
viz. Pyloris

June 2009

Qslowloris Attacks the websites, e.g., IRC
bots, botnets

June 2009

L4D2 Propagation attacks 2009
XerXeS WikiLeaks attacks, QR code

attacks
2010

Saladin Webservers attacks, Tweet attacks November 2011
Apachekiller Apache server attacks, scripting

attacks
August 2011

Tor’s Hammer http POST attacks 2011
Anonymous LOIC
tool

— 2013
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IP spoofing is most frequently used in DoS attacks. In such attacks, the goal is
to flood the victim with overwhelming amounts of traffic, and the attacker does
not care about receiving responses to the attack packets. They have additional
advantages for this purpose—they are more difficult to filter, since each spoofed
packet appears to come from a different address, and they hide the true source of
the attack.

There are three different types of spoof attacks: impersonation, hiding attack,
and reflection attack. Congestion is a threat in any network if the number of
incoming packets exceeds the maximum capacity. The factor that is affected at
the time of congestion is throughput.

1.3.2.12 Types of spoof attacks

Among the several types of spoofing attacks, the following attacks are addressed,
as they are launched on behalf of clients and destroy the DC’s resources.

Type I, Hiding attack: Attackers simultaneously send a large number of
spoofed packets with random IP address. This creates chaos at the DC regard-
ing which specific packets should be processed as legitimate packets, shown in
Figure 1.5.

Type II, Reflection attack: Attackers send spoof packets with the source IP
address of the victim to any unknown user. This causes unwanted responses
to reach the victim from unknown users and increases the flood rate, shown in
Figure 1.6.

Type III, Impersonation attack: Attackers send spoof packets with the source
IP address of any unknown legitimate user and acting as a legitimate user. This
is equivalent to a man-in-the-middle attack. The spoof attacker receives requests
from clients, spoofs IP, and forwards the requests to the DC, acting as a legitimate
user. The responses of the DC are again processed intermediately and sent to the
clients. This leads to confidentiality issues and data theft or loss at the DC, as
shown in Figure 1.7.

Data center

ClientSpoof attacker

Source: random
destination: DC

Striving to

identify original

source code

Figure 1.5: Hiding attack.
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Figure 1.6: Reflection attack.
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Figure 1.7: Impersonation attack.

If a proper spoof detection mechanism is not in place, the DC could respond
badly, leading to a partial shutdown of services.

� In network-level DDoS, the attackers will try to send invalid requests
with the aim of flooding the cloud service provider (CSP); for example,
requests for a half-open connection.

� In service-level DDoS, the attacker will be sending requests that seem
to be legitimate. Their content will be similar to a request made by a
legitimate user. Only their intention is malicious.

1.3.2.13 Goodput

Goodput is the application-level throughput, that is, the number of useful infor-
mation bits, delivered by the network to a certain destination, per unit of time.
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The amount of data considered excludes protocol overhead bits as well as retrans-
mitted data packets. The goodput is a ratio between the amount of information
delivered and the total delivery time. This delivery time includes interpacket time
gaps, overhead in transmission delay, packet queuing delay, packet retransmis-
sion time, delayed acknowledge, and processing delay.

1.3.2.14 Data centers (DCs)

A DC is a centralized repository, either physical or virtual, for the storage, man-
agement, and dissemination of data and information organized around a particu-
lar body of knowledge or pertaining to a particular business.

A DC is a facility used to house computer systems and associated compo-
nents and huge storage systems. The main purpose of a DC is to run the appli-
cations that handle the core business and operational data of the organization.
Such systems may be proprietary and developed in house by the organization, or
bought from enterprise software vendors. Often, these applications will be com-
posed of multiple hosts, each running a single component. Common components
of such applications are databases, file servers, application servers, middleware,
and various others.

1.3.2.15 Botnet

A botnet is a collection of Internet-connected computers whose security
defenses have been breached and control ceded to a malicious party. Each such
compromised device, known as a “bot,” is created when a computer is penetrated
by software from a malware distribution, otherwise known as malicious soft-
ware. The controller of a botnet is able to direct the activities of these compro-
mised computers through communication channels formed by standards-based
network protocols such as Internet Relay Chat (IRC) and hypertext transfer pro-
tocol (http).

In DDoS attacks, multiple systems submit as many requests as possible to
a single Internet computer or service, overloading it and preventing it from ser-
vicing legitimate requests. An example is an attack on a victim’s phone number.
The victim is bombarded with phone calls by the bots, attempting to connect to
the Internet.

1.3.2.16 Confidentiality

All the clients’ data are to be transacted in a network channel with greater visi-
bility regarding assurance for the intended clients that data are tamperproof.

1.3.2.17 Physical security

Hardware involved in serving clients must be continuously audited with a safe
checkpoint for the sake of hysteresis identification of threats.
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1.3.2.18 Software security

Corruption or modification of application software by threats could affect several
clients who depend on that particular application programming interface (API)
and related software interfaces.

1.3.2.19 Network security

Bandwidth attacks such as DoS and DDoS can cause severe congestion the net-
work and also affect normal operations, resulting in communication failure.

1.3.2.20 Legal service-level agreement (SLA) issues

SLAs between customer and service provider must satisfy legal requirement, as
the cyber laws vary for different countries. Incompatibilities may lead to compli-
ance issues.

1.3.2.21 Eavesdropping

Eavesdropping is an interception of network traffic to gain unauthorized access.
It can result in failure of confidentiality. The man in the middle attack is also a
category of eavesdropping.

The attack sets up a connection with both victims involved in a conversation,
making them believe that they are talking directly but infecting the conversation
between them.

1.3.2.22 Replay attack

The attacker intercepts and saves old messages and then sends them later as one
of the participants to gain access to unauthorized resources.

1.3.2.23 Back door

The attacker gains access to the network through bypassing the control mech-
anisms using a “back door,” such as a modem and asynchronous external
connection.

1.3.2.24 Sybil attack

Impersonation is a threat in which a malicious node modifies the data flow route
and lures the nodes to wrong positions. In Sybil attack, a malicious user pretends
to be a distinct user after acquiring multiple identities and tries to create a rela-
tionship with an honest user. If the malicious user is successful in compromising
one of the honest users, the attacker gains unauthorized privileges that help in
the attacking process.
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1.3.2.25 Byzantine failure

Byzantine failure is a malicious activity that compromises a server or a set of
servers to degrade the performance of the cloud.

1.3.2.26 Data protection

Data Protection It is difficult for the cloud customer to efficiently check the
behavior of the cloud supplier, and as a result, the customer is confident that data
is handled in a legal way. But practically, various data transformations intensify
the job of data protection.

1.3.2.27 Incomplete data deletion

Incomplete Data Deletion Accurate data deletion is not possible, because copies
of data are stored in the nearest replica but are not available.

1.3.3 Attacks based on components
The IoT connects “everything” through the Internet. These things are heteroge-
neous in nature, communicating sensitive data over a distance. Apart from atten-
uation, theft, loss, breach, and disaster, data can also be fabricated and modified
by compromised sensors. Figure 1.8 shows the possible types of attacks at the
component level.

Verification of the end user at the entry level is mandatory; distinguish-
ing between humans and machines is extremely important. Different types
of Completely Automated Public Turing test to tell Computers and Humans

Terminals 

PC, PDA, mobile phone, 
sensors, controllers, 

gateways, and 
communication devices 

Revealing private sensitive information 
Duplicated SIM / UIM 

Virus, worms, trapdoors  

Storage 
Data center, local 

storage space  
Fabrication, modification, disclosure 

End user  Man, machine 

Impersonation,  
Intrusion 

compromise 

Figure 1.8: Possible attacks based on components.
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Figure 1.9: Growth of IoT. (Courtesy of Forrester.)

Apart (CAPTCHA) help in this fundamental discrimination. With its exponential
growth, the IoT will soon dominate the IT industry, as shown in Figure 1.9.
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2.1 Introduction
The Internet of Things (IoT) [3] enables ubiquitous communication among dif-
ferent devices. However, the functionality and operations of the IoT heavily
depend on the underlying network connectivity structure. Despite the fact that the
IoT features ubiquitous communication among all kinds of electronic devices, it
inevitably raises security concerns due to seamless penetration and automated
integration among all sorts of applications. For example, an adversary may
leverage the interconnected devices for malware propagation [7, 16–19]. There-
fore, efficient and effective defense mechanisms are of the utmost importance
to ensure the reliability of the IoT [9, 12]. In particular, the U.S. Department of
Energy (DOE) has identified attack resistance to be one of the seven major prop-
erties required for the operation of the smart grid [1], which is an emerging field
of the IoT.

By representing the intricate connections of the IoT as a graph, we can inves-
tigate the network vulnerability of the IoT to various attack schemes. Three
defense schemes are investigated to counter fatal attacks: the intrinsic topologi-
cal defense scheme, the fusion-based defense scheme, and the sequential defense
scheme. Furthermore, by formulating the interplay between an adversary and a
defender as a two-player zero-sum game, in which they aim to maximize their
own payoffs in terms of network connectivity, we can use the game equilibrium
to evaluate network robustness. A sequential defense scheme is also introduced
to defend against fatal attacks in the IoT. The results are demonstrated via real-
world network data.

Throughout this chapter, we use the undirected and unweighted graph G =
(V,E) to characterize the network connectivity structure of the IoT, where V is
the set of nodes (devices) with size n, and E is the set of edges (connections) with
size m. Equivalently, the graph can be represented by an n-by-n binary symmetric
adjacency matrix A, where Ai j = 1 if there is an edge between nodes i and j;
otherwise, Ai j = 0. For the following sections, we use the fraction of the largest
connected graph as a measure of network resilience to node or edge removals in
the IoT. Node or edge removals can be viewed as temporal device or connection
failures or targeted attacks in the IoT setting. For instance, node or edge removals
in a graph can be caused by denial of service (DoS) or jamming attacks, or by
natural occurrences.

2.2 Centrality Attacks, Network Resilience, and
Topological Defense Scheme

2.2.1 Centrality attacks
A node centrality measure is a quantity that measures the level of importance
of a node in a network. The utility of centrality measures is that they can break
the combinatorial bottleneck of searching through all the possible permutations
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and combinations of nodes that might reduce largest component size. An attack
that removes nodes according to a measure of centrality will be referred to as a
centrality attack [14]. For example, the authors of [2, 6, 11, 28] study the effec-
tiveness of degree centrality attacks, that is, removing the largest hub nodes, as a
way to reduce the size of the largest component of the network. However, it has
been shown in [13] that node degree is not the most effective centrality measure
for minimizing largest component size. For different network topologies, investi-
gating resilience of network connectivity to centrality attacks provides a unified
metric for evaluating network vulnerabilities.

Let Ni denote the set of nodes connecting to node i (i.e., the set of neighbors
of node i), and let |Ni| denote the set size. The degree of node i is the number
of edges connected to it, that is, di =

∑|V|
j=1 Ai j = |Ni|. The degree matrix D is

defined as D = diag
(

d1,d2, . . . ,d|V|

)

, where D is a diagonal matrix with degree
information on its main diagonal, the rest of the entries being 0. The graph Lapla-
cian matrix L is defined as L = D−A, and therefore it encodes degree informa-
tion and connectivity structure of a graph. L is a positive semidefinite matrix, all
its eigenvalues are nonnegative, and trace(L) = 2|E|, where trace(L) is the sum
of eigenvalues of L, and |E| is the number of edges in G. Moreover, the smallest
eigenvalue of L is always 0, and the eigenvector of the smallest eigenvalue is a
constant vector. The second smallest eigenvalue of L, denoted by µ(L), is also
known as the algebraic connectivity [21]. It has been proved in [21] that µ(L) is
a lower bound on node and edge connectivity for any noncomplete graph. That
is, algebraic connectivity ≤ node connectivity ≤ edge connectivity.

The centrality of a node is a measure of the node’s importance to the network.
Centrality measures can be classified into two categories: global and local mea-
sures. Global centrality measures require complete topological information for
their computation, whereas local centrality measures require only partial topo-
logical information from neighboring nodes. For instance, acquiring shortest
path information between every node pair is a global method required for the
betweenness centrality measure, and acquiring degree information of every node
is a local method. Some commonly used centrality measures are

� Betweenness [22]: Betweenness is the fraction of shortest paths passing
through a node relative to the total number of shortest paths in the net-
work. Specifically, it is a global measure defined as betweenness (i) =

∑

k 6=i

∑

j 6=i, j>k

σk j(i)
σk j

,

where σk j is the total number of shortest paths from k to j, and σk j(i) is
the number of such shortest paths passing through i.

� Closeness [25]: Closeness is a global measure of shortest path distance
of a node to all other nodes. A node is said to have higher closeness if
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the sum of its shortest path distance to all other nodes is smaller. Let
ρ(i, j) denote the shortest path distance between node i and node j in a
connected graph; then closeness(i) = 1/

∑

j∈V , j 6=i ρ(i, j).

� Eigenvector centrality (eigen centrality): Eigenvector centrality depends
on the ith entry of the eigenvector associated with the largest eigenvalue
of the adjacency matrix A. It is defined as eigen(i) = λ−1

max

∑

j∈V Ai jξ j,
where λmax is the largest eigenvalue of A, and ξ is the eigenvector asso-
ciated with λmax. It is a global measure, since the eigenvalue decom-
position of A requires complete topological information of the entire
network.

� Degree (di): Degree is the simplest local centrality measure, which is
simply the number of neighboring nodes.

� Ego centrality [20]: Consider the (di + 1)-by-(di + 1) local adjacency
matrix of node i, denoted by A(i), and let I be an identity matrix. Ego
centrality can be viewed as a local version of betweenness that computes
the shortest paths between its neighboring nodes. Since [A2(i)]k j is the
number of two-hop walks between k and j, and

[

A2(i)◦ (I−A(i))
]

k j is
the total number of two-hop shortest paths between k and j for all k 6= j,
where ◦ denotes entrywise matrix product, ego centrality is defined as
ego(i) =

∑

k

∑

j>k 1/
[

A2(i)◦ (I−A(i))
]

k j.

� Local Fiedler Vector Centrality (LFVC) [15]: LFVC is a measure
that characterizes vulnerability to node removals. A node with higher
LFVC is more important for network connectivity structure. Let y (the
Fiedler vector) denote the eigenvector associated with the second small-
est eigenvalue µ(L) of the graph Laplacian matrix L. LFVC is defined
as LFVC(i) =

∑

j∈Ni
(yi − y j)

2. Although LFVC is a global centrality
measure, it can be accurately approximated by local computations and
message passing using the distributed power iteration method of [5] to
compute the Fiedler vector y.

Note that the edge centrality measure can be defined in a similar fashion.

2.2.2 Network resilience
When evaluating network resilience to different centrality attacks, we often com-
pare the number of node removals needed by a centrality attack to reduce the
largest component size to a certain amount, say, the number of nodes required
to reduce the largest component size to 10% of its original size. For illustra-
tion, Figure 2.1 shows the network resilience of the Europe Internet backbone
network topology (GTS-CE dataset) [23]. This network contains 149 nodes
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Figure 2.1: Resilience of network connectivity to different centrality attacks on the
Europe Internet backbone network topology (GTS-CE dataset). The largest compo-
nent size can be reduced to 20% of its original size by removing 10 nodes based on
LFVC or betweenness attacks. (Data from S. Knight, H.X. Nguyen, N. Falkner, R.
Bowden, and M. Roughan. The Internet topology zoo. IEEE J. Sel. Areas Commun.,
29(9), 1765–1775, 2011.)

(routers) and 193 edges (physical connections). In this network, betweenness
and LFVC attacks have comparable performance that results in 20% reduction
of the largest component size by removing 10 nodes from the network. The topo-
logical information needed to compute the centrality measures are updated when
a node is removed from the graph (i.e., a greedy removal approach). The network
resilience of a Western U.S. power grid can be found in [14].

2.2.3 Topological defense scheme
A topological defense scheme allows change of network topology to enhance
network resilience. It has been found in [14] that by swapping a small num-
ber of edges in the network topology, one is able to greatly improve network
resilience without including additional edges. As shown in Figure 2.2, the Europe
Internet backbone network can be secured by swapping 20 edges, such that the
rewired network is more robust to centrality attacks. Moreover, the proposed
edge rewiring method in [14] can be implemented in a distributed fashion, which
is particularly preferable for the IoT due to scalability.



28 � Security and Privacy in Internet of Things (IoTs)

0 5 10 15 20
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Rewires

N
o

rm
al

iz
ed

 l
ar

ge
st

 c
o

m
p

o
n

en
t 

si
ze

10 greedy node removals
 

Betweenness
Closeness
Eigen centrality
Degree
Ego centrality
LFVC

Figure 2.2: Network connectivity of the edge rewiring method when restricted to
10 greedy node removals on the Europe Internet backbone network topology (GTS-
CE dataset) [23]. The edge rewiring method can greatly improve network resilience
without introducing additional edges into the network. (Data from S. Knight, H.X.
Nguyen, N. Falkner, R. Bowden, and M. Roughan. The Internet topology zoo. IEEE
J. Sel. Areas Commun., 29(9):17651775, 2011; edge rewiring method proposed by
Pin-Yu Chen and Alfred O. Hero. Assessing and safeguarding network resilience to
nodal attacks. IEEE Commun. Mag., 52(11):138–143, 2014.)

2.3 Game-Theoretic Analysis of Network Robustness
and Fusion-Based Defense Scheme

In many cases, edge rewire is not permitted in the IoT due to circumstances such
as protocol confinement, geolocation constraint, and so on. In this scenario, one
seeks to use the nodal detectability to infer the presence of an attack [6, 8, 11].
A fusion-based defense mechanism is proposed [6, 8, 11] to infer the presence
of an attack based on the feedbacks from each node. The feedback information
can be as simple as a binary status report reflecting that each node is, or is not,
under attack, based on the node-level detection capabilities. Then, a network-
level attack inference scheme is carried out at the fusion center.

An illustration of the attack and fusion-based defense model for the IoT is
shown in Figure 2.3. A two-player game between the defender (the fusion center)
and the attacker is naturally formed, given the critical value of network resilience
(e.g., the largest component can be no less than 50% of its original size) and the
node-level detection configurations. Intuitively, from the adversary’s perspective,
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DefenderAttacker

IoT network

Figure 2.3: Illustration of the attack and fusion-based defense model for the IoT.
The adversary attacks a subset of nodes, as indicated by the red dotted arrows.
The defender performs attack inference based on the attack status feedbacks from
another subset of nodes, as indicated by blue dashed arrows.

too few node removals cause hardly any harm to the network connectivity, while
too many node removals are prone to be detected by the fusion center, which
means that the attack is eventually in vain. From the defender’s perspective, infer-
ring attacks using all feedbacks might treat the topological attack as a false alarm,
since only a small subset of nodes are targeted. On the other hand, inferring
attacks using only a few feedbacks might suffer from information insufficiency
and therefore fail to detect the presence of attacks. Consequently, there exists a
balance point at which both attacker and defender are satisfied with their own
strategies, which is exactly the notion of Nash equilibrium in game theory [24].
At game equilibrium, no player’s payoff can be increased by unilaterally chang-
ing strategy. As a result, the game payoff at game equilibrium can be used to
study the robustness of a network.

As an illustration, we evaluate the network robustness of the Internet router-
level topology [2] and the EU power grid [26] in terms of the payoff of the
defender at the game equilibrium in Figure 2.4. The parameter PD (PF ) denotes
the probability of declaring an attack when the attack is actually present (absent).
It is observed that the EU power grid is more robust to the Internet router-
level topology given the same parameters PD and PF , and the network robust-
ness approaches 1 as the detection capability increases, which suggests that the
adversary gradually loses its advantage in disrupting the network, and the dam-
age caused by malicious attacks can be alleviated by the fusion-based defense
mechanism.
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Figure 2.4: Network robustness of the Internet router-level topology and the EU
power grid under degree attack when PF = 0.01. The topological map of the Internet
contains 6,209 nodes and 12,200 edges, and the EU power grid contains 2,783 nodes
and 3,762 edges. (The empirical data are the network parameters collected by Réka
Albert, Hawoong Jeong, and Albert-Laszlo Barabási. Error and attack tolerance of
complex networks. Nature, 406(6794):378–382, 2000; Ricard V. Solé, Martı́ Rosas-
Casals, Bernat Corominas-Murtra, and Sergi Valverde. Robustness of the European
power grids under intentional attack. Phys. Rev. E, 77:026102, 2008.)

These results suggest that in addition to topological defense approaches (e.g.,
the edge rewiring method), one can improve network resilience of the IoT by
implementing network-level defense mechanisms. However, one main disad-
vantage of fusion-based defense is the acquisition of feedbacks from all nodes,
which may not be applicable to the IoT due to its enormous number of devices.
Nonetheless, fusion-based defense can be used in a hierarchical manner for mul-
tilayer defense.

2.4 Sequential Defense Scheme
A sequential defense scheme is proposed by [10] that sequentially collects feed-
backs from high degree nodes for attack inference. The advantage of sequen-
tial defense is that there is no need to acquire feedbacks from all nodes, and it
terminates the collection process once sufficient feedbacks have been collected
for attack inference. The enormous network size (e.g., Internet routers or sen-
sors in the IoT) renders simultaneous data transmissions infeasible, especially
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for wireless networks with scarce radio resources. Moreover, due to the large
network size and limited computational power, analyzing the collected informa-
tion from all nodes incurs tremendous computation overheads, and it may fail to
provide timely defense.

It is worth mentioning that the sequential defense scheme is quite distinct
from the traditional data fusion scheme [27] due to the fact that the attack may not
be a common event to all the nodes in the network. In other words, an intelligent
adversary can target some crucial nodes instead of launching attacks on the entire
network to efficiently disrupt the network and reduce the risks of being detected,
which therefore hinders the precision of attack inference and poses severe threats
to the network robustness.

It is proved in [10] that a relatively small fraction of feedbacks is sufficient to
detect fatal attacks on the network prior to network disruption. We compare the
number of node removals required for a network to break down and the number
of feedbacks needed for the sequential defense scheme to detect the attack under
three different real-world networks: the webpage links in the World Wide Web
(WWW) [4], the Internet router-level topology [2], and the EU power grid [26].
Figure 2.5 shows the number of feedbacks needed for sequential defense under
different parameters PD and PF . It can be observed that there is a surge in the
number of required observations when PF is large and PD is small, as intuitively
one needs more observations to verify the presence of an attack in the circum-
stances of low detection capability and high false alarm rate. Comparing the
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Figure 2.5: Expected number of feedbacks required for the sequential defense
scheme to detect a degree attack. The critical values for the WWW, the Internet,
and the EU power grid to break down are 21,824, 187, and 766, respectively.



32 � Security and Privacy in Internet of Things (IoTs)

critical number of node removals for network breakdowns, the required numbers
of feedbacks for these three networks are less than the critical value for mod-
erate PD and PF . These results suggest that sequential defense can effectively
detect an attack prior to network breakdown by acquiring only a small number
of feedbacks.

2.5 Conclusion
This chapter introduces several centrality attacks that aim to maximally disrupt
the connectivity of an IoT network, and three defense schemes to counter these
fatal attacks are investigated. The first one is the topological defense scheme,
which allows edge swapping to enhance intrinsic network resilience. The second
one is the fusion-based defense mechanism and the game-theoretic perspective
of network robustness. The third one is the sequential defense scheme, which
enables efficient attack inference with only a few feedbacks from the network.
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In this chapter, we consider safety issues arising in vehicular ad hoc networks
(VANETs) (Figure 3.1). Although vehicular networks originated in the infotain-
ment domain, today they are also used in many safety-critical systems such as
in an emergency vehicle grid. Due to the open nature of vehicular networks,
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Central
authority

Roadside unit

Roadside unit

Roadside unit

Figure 3.1: Architecture of vehicular ad hoc network

they are more amenable to malicious attacks; and, due to their high mobility and
dynamic topology, the detection and prevention of such attacks is also more dif-
ficult. We consider one such attack in this chapter, the Sybil attack, in which an
attacker tries to violate the unique vehicular ID property by forging or fabricating
it and presenting multiple identities. A Sybil attack is a serious threat because it
can result in large-scale denial of service or other security risks in the network.
This chapter presents a new method to prevent Sybil attacks in a vehicular net-
work based on the traditional cryptographic techniques, as well as the unique
features of the network. A key feature of the methodology is the use of fixed
roadside units and a central authority. This chapter presents a formal model of
the system using the Promela language and shows how the safety property can
be verified using the SPIN model checker.

3.1 Introduction
The automobile today has evolved from a complex electromechanical system to
a “computer system on wheels” and vehicular networks are pushing the frontier
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of the internet of things (IoT) to include the large class of highly mobile entities;
namely, vehicles. With the inclusion of vehicles and communication between
vehicles, as well as between vehicles and the infrastructure, the “internet of vehi-
cles” can potentially provide real-time connectivity between vehicles around
the globe. By further providing connectivity with entities such as traffic lights
and RFID devices, we move closer toward the goal of a safe and efficient
traffic environment. A vehicle has potentially has more storage, communica-
tion, and computing capacity compared to other embedded and mobile devices,
and hence, vehicular networks can act as core infrastructure to connect various
things.

The vehicular ad hoc network (VANET) facilitates communication between
vehicles in the network by sharing road conditions and safety information. The
network is especially useful in dense urban regions in promoting greater road
safety and efficient traffic control. In contrast with a mobile ad hoc network, a
vehicular ad hoc network has a highly dynamic network topology owing to the
rapid movement of vehicles, with frequent disconnections in the network and
more resource constraints [13]. It uses a combination of networking technolo-
gies such as Wi-Fi IEEE 802.11p, WAVE IEEE 1609, WiMAX IEEE 802.16,
Bluetooth, IRA, and ZigBee.

There are two types of communication in a vehicular network: (i) vehicle-to-
vehicle and (ii) vehicle-to-network-infrastructure. The open nature of VANET
communication makes it much more amenable to malicious attacks [11, 18],
and the dynamic nature of vehicular movement makes it difficult to pro-
tect against these. In this chapter, we consider one such attack, the Sybil
attack, in which a single entity can gain control over a substantial fraction
of the system by presenting multiple identities [4]. There are mainly two
types of Sybil attacks: (i) a single node presents multiple identities; and (ii) a
Sybil node uses the identity of another node. Sybil attacks violate the funda-
mental assumption of one-to-one correspondence of a node with its identity.
There are several adverse effects that result from a Sybil attack in a VANET
environment [1, 14]:

� Routing: The Sybil attack affects the performance of geographical rout-
ing and leads to large-scale denial of service.

� Tampering with voting and reputation systems: Reputation and trust man-
agement system crucially depend upon the unique ID and authenticity of
the node. A Sybil attack violates this assumption and results in erroneous
computation of reputation values.

� Fair resource allocation: A node with multiple identities can exploit
the network to its advantage by using more bandwidth and network
time.
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� Data aggregation: Wireless sensor networks typically aggregate the val-
ues from sensor nodes rather than sending individual values. A Sybil
node can manipulate these values, resulting in misleading aggregate
values.

Our motivation in this chapter is to present an effective approach for Sybil
attack detection in the setting a highly dynamic vehicular ad hoc network. Basi-
cally, a Sybil attack can be prevented by using public key certificates issued by
a central authority (CA) [4]. Such an approach is not scalable because the CA
can become a bottleneck in communication. Although methods have been pro-
posed to prevent a Sybil attack in a VANET [2, 10, 15], they fail to capture the
dynamic characteristics of the network. Our method makes use of the roadside
unit (RSU) along with a cryptographic certificate scheme with position verifica-
tion to capture the dynamic context of a vehicle in the network. Essentially, in
our approach, the RSU acts as an authority to verify the authenticity of a vehi-
cle node by using the information in nearby RSUs. The idea is that an RSU can
contact nearby RSUs more quickly compared with the CA.

Thus, the contribution of our work is an effective detection mechanism for
Sybil attacks, using a semicentralized approach, by taking advantage of the
presence of RSUs in addition to the CA. Essentially, we distribute the function
performed by the CA through the RSUs to capture the dynamic nature of the net-
work. A real vehicular network typically contains thousands of vehicular nodes
and hundreds of RSUs. Before deploying the system in a real environment, it is
desirable to model the key aspects of the technique at an abstract level and check
the correctness of the proposed protocol. We therefore develop a formal model
of our approach and verify its key properties using a model-checking approach
[3], since it supports reasoning over all possible paths of execution.

We develop a specification of the vehicular network using Promela (Process
Meta Language) and check its correctness using the open-source model checker
SPIN (Simple Promela Interpreter) [6]. Vehicles, RSUs, and the CA are mod-
eled as Promela processes, and the communication between them is represented
by Promela channels. Promela supports the dynamic creation of processes as
well as channels, the latter being a crucial capability for modeling the mobil-
ity of vehicles from one RSU to another. Attack detection is also modeled as a
process that continuously observes the network for any violation of the key sys-
tem properties, including the property that only one vehicle uses a given ID for
communication.

The remainder of this chapter is organized as follows: Section 2 presents
closely related approaches for Sybil attack detection and their limitations;
Section 3 presents the overall design of our Sybil attack detection method;
Section 4 gives a formal specification and verification of our method using
Promela/SPIN; and Section 5 presents conclusions and areas of further work.
The full Promela model is given in the appendices.
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3.2 Related Work
A Sybil attack can cause harm to various layers of communication [7, 16]. In this
section, we discuss the methods that have been proposed for different network
scenarios.

Newsome et al. [8] propose a detection scheme based on resource testing
for wireless sensor networks, assuming that each entity has limited resources.
According to this approach, communication capability is used for resource test-
ing. The principle here is that radio is incapable of simultaneously sending or
receiving on more than one channel. If a node wants to verify its neighboring
nodes, it will assign each of its neighbors to a different channel to broadcast
messages. The verifier node then randomly selects a channel to listen to. If it
receives the message on the assigned channel, then it is a legitimate node; other-
wise it is a Sybil node. But an attacker can, in practice, use unlimited resources
or radios to launch an attack.

Douceur [4] notes that a Sybil attack can be effectively prevented using public
key certificates issued by a CA. However, due to the dynamic nature of VANET,
it is impractical to communicate with a CA each time. Also, in this method, an
attacker can easily use a stolen certificate for communication because there is no
certificate binding with a unique physical identification.

Zhou et al. [19] proposed a scheme to preserve privacy based on pseudonyms.
Here, each vehicle has a set of pseudonyms issued by the Department of Motor
Vehicles (DMV). For each communication, a vehicle uses one of its pseudonyms
rather than its real ID. Pseudonyms in vehicles are hashed to a unique value,
and hence cannot be used to launch a Sybil attack. This scheme needs a lot of
communication with the central authority for pseudonym verification, making it
less practical in the highly dynamic context of a vehicular network.

Park et al. [10] suggest a scheme based on the time-series approach. Here,
each vehicle-to-vehicle communication contains a unique time series certificate
certified by the RSU. This method is based on the basic assumption that it is not
possible for two vehicles to pass through the same RSU at same time. A vehicle
can detect a Sybil attack when it receives a similar certificate from a different
vehicle. This method can identify a Sybil attack to some extent, but here, attack
detection occurs at the vehicle level. This scheme is based on the dense deploy-
ment of RSUs. This method is applicable only if both the Sybil node and the
actual node are within the range of the same RSU.

The position verification scheme [12] is an another approach to detect a legit-
imate node. It is based on the assumption that a vehicle can be present at only one
position at a particular time. Yan et al. [17] presented an approach for position
verification using onboard radar at a node to verify the location of a neighboring
vehicle. Here, each vehicle sends a message with location information. A vehi-
cle can cross-check the presented location information using onboard radar, but
location verification is limited by its range.
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According to Guette et al. [5], secure hardware built on a trusted platform
(TPM) can be used to prevent Sybil attacks in a VANET. Secure information is
stored in the TPM; hence, forging and fabrication of data is impossible. Creden-
tials are trusted by car manufacturers and the communication between two TPMs
are protected from attack.

3.3 Location Certificate-Based Scheme
Our proposed approach for Sybil attack detection is based on a traditional public
key certificate together with position verification. In this approach, the whole
network is viewed as a tree-like structure rooted at the CA, which maintains
information about all vehicles in the VANET. At the second level, or layer, from
the root is the set of all RSUs, which effectively constitute a fixed infrastructure.
Unlike a normal tree structure, there are links between RSUs. The third (and
last) level from the root contains the mobile nodes (vehicles). Each vehicle has a
unique ID and certificate registered with the CA.

The main properties of the proposed design are as follows:

� No dependence on specialized hardware: This scheme does not need any
special type of hardware. It makes use of existing infrastructure for the
detection of attacks.

� The CA and RSUs both participate in detection: This approach avoids
a central bottleneck in communication, and attack detection happens at
both the CA and RSU levels. The support of other vehicles in the network
is not needed.

� Node authentication depends on geolocation information: The claimed
location of nodes is verified using the strength of received signals and
also the geographic location of nodes.

� Support for high vehicular mobility: Our proposed approach supports a
high mobility of vehicles between RSUs. The overhead associated with
attack detection does not affect the performance of the VANET.

� Sybil nodes are isolated from the network: The Sybil node will be auto-
matically removed from the network and will be prevented from engaging
in any further communication.

The fundamental assumptions for the proposed scheme are as follows: (i)
Each RSU must know its geographical location. (ii) The RSUs are connected to
adjacent RSUs and the CA with a high-speed back end. (iii) RSUs are considered
as trusted entities. (iv) Each vehicle is registered with the CA with a unique
ID and public key certificate. (v) Each vehicle has a GPS device to acquire its
geolocation.
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encrypt (M={Vid, position,
timestamp, sign (M, PKVj

–1)},
PKRSi)

Position
verification

RSUi
Vj

Figure 3.2: Communication from vehicle to RSU

3.3.1 Sybil node detection scheme
Our proposed scheme is founded on the concept of a location certificate issued
by a RSU for communication with other vehicles under the same RSU. For each
vehicle j, the CA stores the vehicle ID with the corresponding public key (PKVj).
Each RSU continuously broadcasts its public key (PKRS) using the beacon
signal. Before we describe the major steps in this scheme, we first clarify the
common notations used in this scheme in the table below.

Notation Meaning
(PKCA,PKCA −1) Public and private key of CA
(PKRS i,PKRS i

−1) Public and private key of ith RSU unit
(PKV j,PKV j

−1) Public and private key of jth vehicle

1. Suppose the jth vehicle enters the ith RSU’s range (Figure 3.2). This step
is a one-time process for each session and occurs only if the vehicle does
not have a valid location certificate. The vehicle creates a location certifi-
cate request in the following format: {vehicle ID, position, timestamp}.
Here, position is taken from the GPS sensor. For communication secu-
rity, a message is signed using the vehicle’s private key, PKV j

−1, and
encrypted by the ith RSU’s public key.

2. When obtaining a location request from the jth vehicle, the RSU first ver-
ifies the claimed position using the received signal strength (RSS), since
it is possible to calculate the distance from a node using the RSS [9]. If it
is valid, the RSU forwards the encrypted request to the CA using PKCA
(Figure 3.3). If the claim of the vehicle is invalid, the RSU notifies the
vehicle ID to adjacent RSUs.

3. The CA verifies the request using PKV j and checks if the jth vehicle is
registered anywhere in the network. If it is not, it registers the vehicle loca-
tion with the RSU and notifies the corresponding RSU using the vehicle’s
PKV j (Figure 3.4). The CA knows the public key of all RSUs and hence
can securely communicate with RSUs.
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encrypt (M={Vid, position,
timestamp, sign (M, PKVj

–1},
PKCA)

RSUi

CA

Figure 3.3: Communication from RSU to CA

RSUi

CA
encrypt (M={PKVj, Vid}, PKRSi)

Figure 3.4: Communication from CA to RSU

encrypt (M={rsu_id, Vid
rsu_shared_key, expiry_time},
PKVj)

RSUi
Vj

Figure 3.5: Communication from RSU to vehicle

4. After obtaining the confirmation from the CA, the RSU issues a location
certificate with {rsu ID, rsu shared key, vehicle ID, expiry time} which
is encrypted with the vehicle’s public key (Figure 3.5). If the CA detects
a Sybil attack, it will inform the RSU concerned, which in turn will not
issue a certificate to the vehicle.

5. A particular vehicle communicates with other vehicles using an
rsu shared key. Each vehicle continuously checks the expiry time of the
location certificate and sends a location certificate request before the expi-
ration of the previously issued certificate. The valid location certificate
acts as a key for vehicle-to-vehicle communication.

6. If a vehicle enters the range of the next RSU, it again sends a location cer-
tificate request to the RSU, but it includes the position certificate from pre-
vious RSU (Figure 3.6). When the kth RSU gets a request with a position
certificate from the ith RSU, it checks the validity of the certificate from
the ith RSU and acquires the public key of the corresponding vehicle. The
kth RSU then issues the certificate and notifies the CA of the vehicle ID
and rsu ID. Subsequently, the ith RSU removes the corresponding vehicle
from its storage.
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encrypt (M={Vid, position,
timestamp, loc cert,
sign (M, PKVj

–1)}, PKRSk)

Position
verification

RSUk
Vj

Figure 3.6: Communication from vehicle to RSU with previous location certificate

Evaluation. In this scheme, the Sybil node detection happens at two lev-
els. Each RSU can verify the node (vehicle) based on location information, and
the CA can check whether the node registration occurred anywhere in the net-
work using a unique ID. An attacker cannot send a legitimate request to the CA,
since the CA can check the validity of the message using the vehicle’s public
key. Each RSU requires less storage space because it stores information only of
those vehicles that are within its range—an RSU erases a vehicle’s details after
it moves to the next RSU. Without a location certificate, vehicles cannot com-
municate with other vehicles and this prevents a Sybil node from taking part in
further communication. If an RSU or the CA detects a Sybil attack, it informs
nearby RSUs, which in turn can reject a vehicle request without going through
the remaining process.

3.4 Formal Modeling and Verification
Formal verification is a method to check various system properties such as live-
ness, deadlock, and design errors. SPIN is a powerful tool to conduct formal
verification of concurrent systems using specifications in Promela, a process
specification language. We model the location certificate distribution method
without considering the cryptographic processes involved with it. Here the CA,
RSUs, and vehicles are modeled as a Promela proctype. The system has multiple
instances of RSUs and vehicles. Communication between these processes occurs
through Promela channels. Each RSU maintains, for vehicle communication, a
certificate request channel (veh rsu chan) and a certificate response channel
(rsu veh chan). These channels are asynchronous and defined as

chan veh_rsu_chan[NO_OF_RSU+1]=[0] of {CER_REQ};

chan rsu_veh_chan[NO_OF_RSU+1]=[0] of {CER_RES};

The types CER REQ and CER RES represent, respectively, the certification
request from a vehicle and the response from the RSU. A location certifi-
cate request contains the vehicle identity (veh ID), vehicle location (veh loc),
request time, and available location certificate. The initial RSU ID is supplied
by the initialization process. Vehicle movement is achieved by changing RSU
IDs and locations. These structures are defined through Promela typedefs
(Figure 3.7).
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Proctype CA
CA_RSU_CHAN[1] CA_RSU_CHAN[2]

VEH_RSU_CHAN[2]VEH_RSU_CHAN[2]VEH_RSU_CHAN[1] RSU_VEH_CHAN[1]

RSU_RES_CHAN[1]

RSU_REQ_CHAN[2]

RSU_CA_CHAN

Proctype RSU[2]Proctype RSU[1]

Proctype
Vehicle[1]

Proctype
Vehicle[2]

Proctype
Vehicle[3]

Proctype
Vehicle[4]

Figure 3.7: Promela channels and process types

typedef CER_REQ {byte veh_ID; byte veh_loc; byte rsu_ID;

int loc_cert; int time;

} typedef CER_RES {byte veh_ID; byte rsu_ID; int loc_cert;}

The type loc cert contains a positive value for a valid certificate. After obtain-
ing a valid certificate from the RSU, the vehicle process increments the RSU
ID by one and tries to associate with it using the current location certificate. The
vehicle proctype is detailed in Appendix 3A.1. The RSU uses two other channels
to communicate with the CA: one for communication from the RSU to the CA
(rsu ca chan) and the other from the CA to the RSU (ca rsu chan).

chan rsu_ca_chan=[0] of {RSU_REQ};

chan ca_rsu_chan[NO_OF_RSU+1]=[0] of {CO_RES}

According to the proposed scheme, the RSS (received signal strength) method
is used at each RSU for location verification. It is difficult to model such an
environment in SPIN. Therefore, here we are using a simpler method for location
verification. The RSU checks that the location is within a 4 km range of the RSU.
If this is so and the request contains an invalid certificate, then the RSU forwards
it to the CA using the RSU REQ data structure.

typedef RSU_REQ {byte veh_ID; byte rsu_ID; bit update;}

The update field in RSU REQ is set to zero for a request with an invalid certificate.
If a request from a vehicle contains a valid certificate, the request is forwarded
to the RSU which issued the current certificate. To communicate with nearby
RSUs, each RSU maintains a request and response channel.

chan rsu_req_chan[NO_OF_RSU+1]=[0] of {CER_REQ,byte}

chan rsu_res_chan[NO_OF_RSU+1]=[0] of {CO_RES}
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Here, CO RES is the common response format of an RSU:

typedef CO_RES {byte veh_ID; bit status;}

After receiving a positive request from a nearby RSU or the CA, the RSU issues
the new certificate through the cer res chan channel. To update the certificate,
the RSU informs the CA of the new rsu ID. Here, we again use the CA REQ

structure with an enabled update bit. The CA maintains a database with veh ID

and rsu ID information, which effectively maps the vehicle identity to the RSU
identity under which it is present.

typedef VEHID_STORE {byte veh_ID; byte rsu_ID;}

The CA can check whether a vehicle is registered in any other RSU using the
database. If it is already registered, the CA informs the RSU about a possible
Sybil attack attempt. In this situation, the RSU updates its local storage with the
invalid certificate for the particular vehicle. This will prevent the vehicle from
obtaining a valid certificate on a subsequent request. The complete RSU and CA
proctypes are detailed in Appendices 3A.2 and 3A.3, respectively.

Verification. The verification process ensures that no vehicle has a valid loca-
tion certificate from two different RSUs at the same time. Each RSU maintains
a copy of the currently active location certificate within its range. We use an
observer process to verify this property, by having it scan different RSUs and
ensuring that each vehicle has only one valid location certificate. In the specifi-
cation below, the assert clause fails if two RSUs have a valid certificate for the
same vehicle.

active proctype Observer(){

int i;

int j;

do

:: for (i : 1 .. NO_OF_RSU) {

atomic{

for(j:1 .. NO_OF_RSU){

if

:: (i!=j && rsu_pids[i] > 0 && rsu_pids[j] > 0) ->

for(k:1 .. NO_OF_VEH){

assert(!(RSU[rsu_pids[i]]:loc_cert[k] > 0 &&

RSU[rsu_pids[j]]:loc_cert[k] > 0));

}

:: else -> skip;

fi

}}}

od

}

Figure 3.8 shows the kind of output produced by SPIN. We briefly explain
this output:
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� 5:Vehicle is a legitimate node with identity 1, and 6:Vehicle is a
malicious (Sybil) node that is using the same ID as 5:Vehicle.

� The input received by veh rsu chan[1]?1,4,0,-1,0 represents the
location certificate requested by 5:Vehicle through RSU 3:RSU. This
RSU consults with the CA and assigns a valid certificate through
rsu veh chan[1]?1,1,4.

� The Sybil node, 6:Vehicle, tries to associate with 4:RSU but obtains an
invalid certificate from the RSU via rsu veh chan[2]?1,2,-1).

� The Sybil node repeatedly tries to obtain a valid certificate, but does not
succeed.

3.5 Conclusion
This chapter presents a novel approach to Sybil attack detection in a vehicu-
lar network based upon both cryptographic and location verification. Such an
approach helps avoid exclusive dependence on a CA, which can be a bottleneck
in communication. Our approach leads to a semicentralized architecture wherein
RSUs also participate in the detection process. The accuracy of the system is
modeled using the Promela specification language and verified using the SPIN
model checker.

One of the shortcomings of our scheme is that it does not consider the hand
off between RSUs. At the point of hand off, the vehicle will fail to produce a
valid certificate for vehicle-to-vehicle communication. Also, the Promela model
presented in this chapter covers only vehicle-to-infrastructure communication.
By incorporating the cryptographic modeling along with the vehicle-to-vehicle
communication we obtain a more complete coverage of VANET communica-
tion. The SPIN model checker does not have the notion of time as a quantitative
measure. This is an important factor in security, and the introduction of time into
the SPIN model would produce a more powerful verification method of security
protocols.

Finally, it may be noted that the Sybil attack is one among many types of
attacks on vehicular networks. Our goal is to integrate mitigation techniques for
different types of attacks into a single abstract model so as to achieve a more
secure and effective vehicular network.

3A Appendices
3A.1 Vehicle proctype
proctype Vehicle(byte veh_ID; byte rsu_ID;byte loc){

CER_REQ cer_req;

CER_RES cer_res;
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byte new_rsu_ID;

veh_pids[veh_ID]=_pid;

/*Setup inital request*/

new_rsu_ID=rsu_ID;

cer_req.veh_ID=veh_ID;

cer_req.veh_loc=loc;

cer_req.loc_cert=-1; //Invalid certificate -1

do

::true->

cer_req.time=g_curr_time;

veh_rsu_chan[new_rsu_ID]!cer_req; //send request to RSU

g_curr_time=g_curr_time+1; //update time

rsu_veh_chan[new_rsu_ID]?cer_res;

cer_req.loc_cert=cer_res.loc_cert; //Get response from RSU

cer_req.rsu_ID=cer_res.rsu_ID; //Setup new request

new_rsu_ID=(cer_res.rsu_ID%NO_OF_RSU)+1;//Increment RSU_ID

od

}

3A.2 RSU proctype
/* Input : rsu_ID and location of RSU*/

proctype RSU(byte rsu_ID;byte loc) {

int loc_cert[NO_OF_VEH+1];

int i;

for(i:1 .. NO_OF_VEH){

loc_cert[i]=-1;

}

rsu_pids[rsu_ID]=_pid;

CER_REQ cer_req;

RSU_REQ rsu_req;

CO_RES co_res;

CER_RES cer_res;

int loc_cert_temp;

int loc_cert_old;

byte req_rsu;

do

/*Listener for cer_req request from vehicle*/

::veh_rsu_chan[rsu_ID]?cer_req->

if

::cer_req.veh_loc-loc<=4 ->

cer_res.veh_ID=cer_req.veh_ID; //Set location response veh_ID

cer_res.rsu_ID=rsu_ID; //Set location response rsu_ID

loc_cert_old=cer_req.loc_cert; //Taking location certificate

rsu_req.veh_ID=cer_req.veh_ID;

rsu_req.rsu_ID=rsu_ID;

if

/*For 1st request(without a valid loc_cert)*/

::loc_cert_old==-1->

rsu_req.update=0; //Update 0 means vehicle is not registered in any RSU

rsu_ca_chan!rsu_req; //send RSU request to CA

ca_rsu_chan[rsu_ID]?co_res; //Get response from CA

::loc_cert_old>=0->

rsu_req_chan[cer_req.rsu_ID]!cer_req,rsu_ID;

rsu_res_chan[rsu_ID]?co_res;

::else->skip;
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fi

if

::co_res.status==1-> //

loc_cert_temp=cer_req.time+cer_req.veh_loc;

loc_cert[cer_req.veh_ID]=loc_cert_temp;

cer_res.loc_cert=loc_cert_temp;

::else->cer_res.loc_cert=-1;

::else -> cer_res.loc_cert=-1;

fi

rsu_veh_chan[rsu_ID]!cer_res;

if

/*if request for loc_cert update initamte CA with new RSU_ID*/

::loc_cert_old>=0->

rsu_req.update=1;

rsu_req.old_rsu_ID=cer_req.rsu_ID;

rsu_ca_chan!rsu_req;

ca_rsu_chan[rsu_ID]?co_res;

if

::co_res.status==0->loc_cert[co_res.veh_ID]=-1;

::else->skip;

fi

::else -> skip;

fi

/*listener for near by RSU request to check validity

of certificate */

::rsu_req_chan[rsu_ID]?cer_req,req_rsu->

co_res.veh_ID=cer_req.veh_ID;

if

::loc_cert[cer_req.veh_ID]==cer_req.loc_cert->

co_res.status=1;

loc_cert[cer_req.veh_ID]=-1;

::else ->

co_res.status=0;

fi

rsu_res_chan[req_rsu]!co_res;

od

}

3A.3 CA proctype
active proctype CA(){

RSU_REQ rsu_req;

CO_RES co_res;

do

/*listener for request from RSU*/

::rsu_ca_chan?rsu_req ->

co_res.status=0;

co_res.veh_ID=rsu_req.veh_ID;

if

::rsu_req.update==0&&vehid_store[rsu_req.veh_ID]==0->

vehid_store[rsu_req.veh_ID]=rsu_req.rsu_ID;

co_res.status=1;

::rsu_req.update==1->
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if

::rsu_req.old_rsu_ID==vehid_store[rsu_req.veh_ID]->

vehid_store[rsu_req.veh_ID]=rsu_req.rsu_ID;

co_res.status=1;

::else->co_res.status=0;

fi

::else->co_res.status=0;

fi

ca_rsu_chan[rsu_req.rsu_ID]!co_res;

od

}
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4.1 Introduction
Cyberphysical systems (CPSs) integrate computing and physical processes;
embedded computers monitor and control the physical process. The system con-
sists of a set of nodes with various communication capabilities, including sen-
sors, actuators, a processor or a control unit, and a communication device. The
nodes constitute a network and communicate with each person to support every-
day life in a smart way, which is known as the Internet of Things (IoT). The
“smartness” in IoT applications, such as smart home, smart factory, smart grid,
and smart transportation, implies that nodes could automatically sense the envi-
ronment, collect data, communicate with each other, and perform corresponding
actions with minimal human involvement [44]. Some interesting features of the
IoT are listed as follows:

� Numerous objects: The IoT evolves into a large number of objects that
collectively move toward a state of pervasiveness.

� Autonomous functioning: With minimal human intervention, objects in
the IoT will perform data collection, processing, collaborating with each
other, and decision-making in an autonomous fashion [44].

� Heterogeneous communication and computation capabilities: Objects
in the IoT might support different wireless communication technolo-
gies (such as Bluetooth low energy [BLE], Global System for Mobile
Communications [GSM], near field communication [NFC], Wi-Fi, and
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Figure 4.1: IoT platform with infrastructure-based and proximity-based communi-
cations.

Zigbee) and computing power. As a result, objects might play different
roles in different IoT scenarios [36].

� Interdependency between the cyber and the physical world: For example,
in one well-known IoT, the smart grid, the physical world cooperates with
the cyber network [12].

� Complex network structure: With various radio interfaces, objects can
communicate with each other in more complicated ways, forming a com-
plex [53]. For example, an object may communicate with another object
via a GSM interface over cellular networks, while also communicating
with a different object in the geographic vicinity via proximity-based
communication technologies using BLE or Wi-Fi Direct.

Figure 4.1 shows the network architecture of an IoT platform. The security
issue in the IoT has received much attention [23]. Obviously, the growing popu-
larity of objects with rich wireless communication capabilities has made the IoT
attractive to digital viruses and malicious content. Moreover, the mobility and
novel proximity-based communication technologies increase the possibility of
spreading malware [14, 16, 17]. In the following, we summarize vulnerabilities
to malware due to the unique features in IoT.

� Weakness of objects with limited computing power: Due to the nature
of the limitations of computing capability and energy, the algorithm and
mechanism applied to the object are relatively simple. Moreover, conven-
tional security mechanisms such as real-time antivirus scanning cannot be
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used for the IoT platform due to the unaffordable overhead. As a result,
attackers can spend much less resource to break in, and thus, the object
becomes a target of malicious users. Another good example is the limited
logging, which makes the identification of intrusion harder.

� Identity hinding in a complex environment: The great number of objects
with various, heterogeneous actions and behaviors facilitates the fabri-
cation of identity. Moreover, an intelligent adversary will start infect-
ing some crucial nodes first, instead of launching attacks on the entire
network simultaneously, to efficiently disrupt the network and reduce
the risks of being detected, thereby posing severe threats to the network
robustness.

� Various infecting patterns under rich wireless communication capabil-
ities: Being capable of infrastructure-based and proximity-based com-
munication technologies, the malware propagates more rapidly, therefore
causing more severe results [36].

Typically, after the nodes are infected by the malware, the adversary can con-
trol those nodes to launch other attacks. We summarize the impacts of infected
nodes on IoT platforms below.

� Availability of precious network resource: When a large number of
infected nodes access the wireless resource simultaneously, the service
might be disrupted. Moreover, disruption attacks aim to paralyze IoT
operations by launching denial-of-service attacks to jam the entire sys-
tem. Such destructive consequences for the entire network have a nega-
tive impact on the public acceptance and adoption of the IoT, and thus
might forestall the widespread deployment of the IoT platform.

� Safety of human lives and environment: An attack might be launched
from the physical world or a cyber network and might impact both
domains. In the case of a smart grid, the consequences of cyberattacks
could have a severe impact on human lives and the environment [12].
U.S. Executive Order 13636 [1] and Presidential Policy Directive 21 [2]
state that proactive and coordinated efforts are necessary to strengthen
and maintain secure, functioning, and resilient critical infrastructure and
include interdependent functions and systems in both the physical space
and cyberspace.

Due to the above vulnerabilities and negative feedback, modeling the behav-
ior of malware propagation in the current world, with its explosive growth in
adoption of IoT objects, is an interesting issue that is receiving lots of atten-
tion [40]. This chapter aims to provide a theoretic framework for evaluating
malware propagation dynamics and to establish a parametric plug-in model for
malware propagation control in an IoT network. In particular, we will investigate
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malware propagation from the viewpoint of both whole networks and individual
objects. Understanding the propagation characteristics of malware in both macro-
scopic and microscopic fashion could aid in estimation of the damage caused by
the malware and the development of detection processes.

4.2 Malware Schemes in IoT
Typically, IoT malware can propagate via infrastructure-based communication
technologies such as GSM/General Packet Radio Service (GPRS)/Universal
Mobile Telecommunications System (UMTS)/Long-Term Evolution (LTE) and
wireless local area network (WLAN). The other approach is to exploit proximity-
based wireless media, such as BLE, Wi-Fi direct, and NFC, to infect the objects
in the vicinity [59], as shown in Figure 4.1. With two kinds of infection path,
the malware propagation dynamics might significantly change; Figure 4.2 illus-
trates an example. As a result, an analytical model is necessary to examine the
complicated malware dynamics so that malware mitigation schemes can be pro-
posed accordingly.

Infective node Infection circle 

Infected via proximity-
based communications
Infected via
infrastructure-based
communications

Susceptible node for both
infrastructure-based and
proximity-based
communications

Susceptible node for only
infrastructure-based
communations

Figure 4.2: The spreading phenomenon of IoT malware.
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4.2.1 Modeling from the view of individuals
Darabi Sahneh and Scoglio proposed using continuous-time Markov process to
build the model [43], and Karyotis proposed a model for malware propagation
using Markov random field (MRF) [29], which are both based on a stochas-
tic model. Szongott et al. proposed a spatial-temporal model [48]. It seems that
there is enough knowledge on malware propagation modeling; however, all these
studies are from the network viewpoint; that is, they regard the nodes as smart-
phones and the edges as the contact of smartphones in a graph, and implicitly
assume that all nodes should possess the same infection rate, unlike our models,
which from the viewpoint of the individual. In the real world, every smartphone
should have a different reaction when facing spreading malware. Thus, the net-
work view is not suitable to solve this problem [52], because the identities are
actually lost when we consider the issue from this viewpoint.

4.2.2 Modeling from the viewpoint of whole networks
Since the spread of epidemics among people is similar to the spread of mal-
ware over the IoT platform, we typically adopt ideas from epidemiological mod-
els [3, 18, 26] to build the models for malwares [10, 15, 17, 19]. The current
propagation dynamics of malware can be classified into categories: deterministic
models, stochastic models, and spatial-temporal models [40]. Deterministic
models use differential equations to describe the spread of infectious malware
from the network’s point of view, including susceptible-infection (SI) mod-
els [16, 28], susceptible-infection-susceptible (SIS) models [7, 8, 25, 35, 39],
and susceptible-infection-recover (SIR) models [31, 33]. The authors of [33] fur-
ther considered the concept of an incubation period from the perspective of the
whole network.

Malicious codes such as Internet worms may leverage the inherently fixed
topology to sabotage network operations [22, 46] due to the complicated interac-
tions and immense size of communication networks. In [30, 47], the authors find
that the spread of Internet worms is similar to the spreading patterns of epidemics
and poses severe threats to system security. In [6], Castellano and Pastor-Satorras
show that an epidemic will break out if the infection rate exceeds a certain thresh-
old in a network with fixed topology, and the threshold tends to vanish when
the network has a skewed degree distribution [24], such as the Internet [20]. In
[9], Chen and Carley propose countermeasure competing strategies based on the
idea that computer viruses and countermeasures spread through two separate but
interlinked complex networks.

Investigations into the dynamics of Internet worm propagation show that the
damage caused by Internet worms can be greatly mitigated with efficacious
detection techniques or defense at the imminent stages [15, 45, 50, 54, 56–
58]. Hu et al. also show that a tightly interconnected proximity network can
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be exploited as a substrate for spreading malware to launch massive fraudulent
attacks [27]. Moreover, in the case of mobile environments, malware can still
propagate in such intermittently connected networks by taking advantage of
opportunistic encounters [49]. Wang et al. studied spreading patterns of mobile
phone viruses, which may traverse through multimedia messaging services
(MMS) or Bluetooth, using simulations [51]. In [16], Cheng et al. further mod-
eled malware propagation in generalized social networks consisting of delo-
calized and localized links. The results show that the contamination by mal-
ware speeds up drastically if the malware is able to propagate through hetero-
geneous links.

4.2.3 Control of malware propagation
In the following, we are going to explore the immunity mechanisms via epidemi-
ology, as well as direct mapping to control of malware propagation. Two schemes
are considered, as follows.

� Self-healing scheme: On the expiration of the global timer, the infected
nodes delete the data, and therefore the nodes transit from the infected
state to the recovered state.

� Vaccine-spreading scheme: A recovered node participates in vaccinating
the susceptible nodes against the malware. In this case, a susceptible node
becomes a vaccinee and is therefore immune to the epidemic. The prob-
ability that a susceptible node becomes a vaccinee is denoted by κ.

Throughout this chapter, we will investigate the engineering interpretations
and the effects of these two immunity schemes on control of malware propa-
gation. To the best of the authors’ knowledge, the trade-offs between the time-
dependent control capability and the resulting malware propagation dynamics
still remain open [21], and the task is further complicated in IoT networks with
heterogeneous links.

Traditionally, most research implicitly assumes that the control capability
(i.e., the ability to recover from infection) takes effect immediately after the mal-
ware propagation. However, this assumption may not be viable in IoT networks,
especially for the execution of real-time applications such as antivirus processes
[21, 38], since the control signals (e.g., security patches or system updates) are
usually not available when a new malware emerges. Alternatively, we consider
a more realistic scenario: that the control capability is a function of its distribu-
tion time.

4.2.4 Optimal control of malware propagation
How to solve the optimal control signal distribution time is an important issue to
mitigate the effects from malware [11, 13]. We first formulate the problem via
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optimal control theory [34] with the aim of minimizing the accumulated cost,
which relates not only to the damage caused by malware but also to the number of
replicated data packets in relay-assisted networks. However, optimal control the-
ory assumes full manipulation of the control function, and therefore its solution is
inadequate for determining the optimal control signal distribution time. Consid-
ering time-dependent control capability, dynamic programming [4] is proposed
to obtain the optimal control signal distribution time in real time with respect to
the information dissemination process. We also provide early-stage analysis [56]
to obtain closed-form expressions of such an SIR model. Using the proposed
techniques, we show that the accumulated cost for information dissemination in
mobile networks and generalized social networks can be greatly reduced via the
proposed approach. Furthermore, the controllability of a network is illustrated
by the phase diagram to study the relations between control capability and infec-
tion rate.

4.3 Modeling Malware Dynamics from the Individual
Viewpoint

4.3.1 Impulse-free model (IFM)
We first consider the simple condition, regardless of incubation period, that the
dynamics of malware for an individual due to contacts with infected individuals
and the infection rate of the malware are a homogeneous Poisson process with
exposure rate λ (contacts/unit time), and the recovery dynamics for an individual
due to firewall or antivirus software is exponentially distributed with mean 1

µ
unit

time. Thus, we model the dynamics of malware without an incubation period
with the aid of continuous-time Markov chain (CTMC) {X(t), t ≥ 0} with the
states representing the level of such malware quantized by N degrees, and hence
we have N + 1 states in total. The CTMC is ergodic with finite states, and the
state transition rate diagram is shown in Figure 4.3.

However, the CTMC described in Figure 4.3 is not suitable to describe mal-
ware that possesses the property of an incubation period. To make our model
more realistic, we define the incubation period T as the time from state 0 to
some threshold δ for an individual, and the probability P0δ(t) that an individual

0

µ

1 2

µ µ

N–1 N

λ λ λ λ λ

µ µ

Figure 4.3: Continuous-time Markov chain without incubation period.
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Figure 4.4: Continuous-time Markov chain with incubation period.

is initially safe and will eventually be infected at time t. This interpretation is
more practical, since the spread of malware depends on both the exposure rate
and the self-immune ability, which is due to firewall or antivirus software, of an
individual, and the threshold has meaning not only from the viewpoint of the
mobile network but also from the viewpoint of an individual.

We are interested in the status of the expected level of the malware E [X(t)],
the incubation period T , the remaining lifetime R, the probability Pi j(t) that the
status of an individual changes from safe to infected at time t, and the steady-state
probability Pn to evaluate the characteristics of the malware. As a consequence,
we remodel the CTMC as in Figure 4.4.

4.3.1.1 Expected malware level E [X(t)]

We assume that N is relatively large, in the sense that the fatal level is very
difficult to achieve (i.e., the malware is fatal if it reaches state N). so that we may
view this CTMC as an unbounded CTMC. For a small interval h, given X(t) and
X(0) = i, we have

X [t +h|X(t)] =











X(t)+1, λh+o(h),

X(t)−1, with prob. µh+o(h),

X(t), 1− (λ+µ)h+o(h)

Thus, we have

E [E [X(t +h)|X(t)]] = E[(X(t)+1)(λh+o(h))+(X(t)−1)(µh+o(h))

+X(t)(1− (λ+µ)h+o(h))]

= E[X(t)]+(λ−µ)hE[X(t)]+o(h) = E[X(t +h)]

Denote M(t) = E[X(t)], then

M′(t) = lim
h→0

M(t +h)−M(t)
h

= (λ−µ)M(t)

and

M(t) = E[X(t)] =

{

(λ−µ)t + i, if λ 6= µ,

i, if λ= µ
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4.3.1.2 Incubation period T and remaining lifetime R

We define the incubation period T as the time from state 0 to threshold δ for an
individual. For a birth and death process with constant parameters λ and µ, the
time taken to leave state x for state x+1 is denoted as Zx, and hence the expected
time and variance for Zx are

E[Zx] =



















1−
(

µ
λ

)x+1

λ−µ
, if λ 6= µ,

x+1
λ

, if λ= µ

and

Var(Zx) =
1

λ(λ+µ)
+

µ

λ
Var(Zx−1)+

µ

λ+µ
(E[Zx−1]+E[Zx])

2

where E[Z0] =
1
λ

and Var(Z0) = 1/λ2.
The expected time to go from state k to state j is

E

[ j−1
∑

x=k

Zx

]

=

j−1
∑

x=k

E[Zx] =

j−1
∑

x=k

1−
(

µ
λ

)x+1

λ−µ

=



















1
λ−µ

[

j− k−

(

µ

λ

)k+1
−
(

µ

λ

) j+1

1− µ

λ

]

, if λ 6= µ,

j( j+1)− k(k+1)
2λ

, if λ= µ

Hence,

T = E

[

δ−1
∑

x=0

Zx

]

=



















1
λ−µ

[

δ−

(

µ
λ

)

−
(

µ
λ

)δ+1

1− µ
λ

]

, if λ 6= µ,

δ(δ+1)
2λ

, if λ= µ

(4.1)

and Var(T) =
∑δ−1

x=0 Var(Zx).
If we assume that malware reaching the fatal level N is the cause of system

breakdown for an individual, then the remaining lifetime is defined as the time
from the emergence of the malware to state N. Hence,

R = E

[

N−1
∑

x=δ

Zx

]

=























1
λ−µ

[

N −δ−

(

µ

λ

)δ+1
−
(

µ

λ

)N+1

1− µ
λ

]

, if λ 6= µ,

N(N+1)−δ(δ+1)
2λ , if λ= µ

and Var(R) =
∑N−1

x=δ Var(Zx).
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4.3.1.3 Transition probability Pi j(t)

The transition probability Pi j(t) is defined as Pi j(t) = {X(t) = j|X(0) = i}, since
we care about the probability P{X(t)= j, j ≥ δ|X(0)= i, i< δ} that an individual
is initially in safe status and will eventually be infected at time t, where we set the
observation time 0 to mean the time when an individual undergoes inspection or
diagnosis for a certain malware by firewall or antivirus software. We can rewrite
the Kolmogorov forward equation as P′(t) = P(t)R, where P(t) is the transition
probability matrix with elements Pi j(t) and R is the rate transition matrix with
elements

ri j =

{

qi j, if i 6= j,
−vi, if i = j

So we can write the rate transition matrix R for the CTMC model in Figure 4.4 as

R =









−λ λ 0 0 0
µ −λ−µ λ 0 0
0 µ −λ−µ λ 0
0 0 µ −λ−µ λ









(4.2)

The transition probability matrix P(t) has the solution P(t) = eRt , and we can
apply an approximation method in [X ] to obtain the result by P(t) = limn→∞(I+
R t

n)
n, where I is the identity matrix and eRt is defined as eRt =

∑∞
n=0 Rn tn

n! . Thus,
we may obtain the transition probability Pi j(t) and have more information about
the probability P{X(t) = j, j ≥ δ|X(0) = i, i < δ} that an individual is initially
in safe status and will eventually be infected at time t.

4.3.1.4 Steady-state probability Pn

The steady-state probability Pn of a birth and death process with constant param-
eters λ, µ, and finite states is a truncated M/M/1/N queue with

Pn =























(1−ρ)ρn

∑N
x=0(1−ρ)ρx

, if λ 6= µ,

1
N +1

, if λ= µ

0 ≤ n ≤ N, ρ=
λ

µ
(4.3)

4.3.2 Impulse-reaction model (IRM)
The CTMC model shown in Figure 4.4 assumes that the exposure rate and the
mean self-immunity period at state n are the same for all states and implicitly
indicates that the exposure rate never decreases. With the modeling experiences
above, we propose a general CTMC model that aims at capturing the dynamics
in a much more general way in Figure 4.5.
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Figure 4.5: A general continuous-time Markov chain model.

To examine the convenience of the general model for the dynamics of
malware with an incubation period, we consider a practical case in which an
individual looks for help on the emergence of the malware with the aid of a com-
puter engineer and use a method which reduces malware mobility. Moreover,
the impulse reaction of the self-immune elements, such as firewall and antivirus
software, contributes to enhanced recovery rate as well. Hence, one practical
assumption is

λn =

{

λ, 0 ≤ n ≤ δ−1,
αλ, δ≤ n ≤ N −1

(4.4)

and

µn =

{

µ, 1 ≤ n ≤ δ−1,
βµ, δ≤ n ≤ N

(4.5)

where 0 ≤ α < 1 and β > 1. From Equations 4.4 and 4.5, if we denote λ′ = αλ

and µ′ = βµ, then we can rewrite the incubation period T , remaining lifetime R,
transition probability Pi j(t), and steady-state probability Pn.

4.3.2.1 Incubation period T and remaining lifetime R

From Equation 4.1, the incubation period T is unchanged:

T = E

[

δ−1
∑

x=0

Zx

]

=

{

1
λ−µ

[

δ−
(µ
λ
)−(µ

λ
)δ+1

1−(µ
λ
)

]

, if λ 6= µ,

δ(δ+1)
2λ , if λ= µ

and Var(T) =
∑δ−1

x=0 Var(Zx).
The remaining lifetime R from Equation 4.2 is

R = E

[

N−1
∑

x=δ

Zx

]

=







1
λ′−µ′

[

N −δ−
(µ

′

λ′
)δ+1−(µ

′

λ′
)N+1

1−(µ
′

λ′
)

]

, if λ′ 6= µ′
,

N(N+1)−δ(δ+1)
2λ′

, if λ′ = µ′

and Var(R) =
∑N−1

x=δ Var(Zx).
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where:

E[Zx] =















1− (µ
λ
)x+1

λ−µ
, if λ 6= µ

x+1
λ

, if λ= µ

for 0 ≤ x ≤ δ−1

and

E[Zx] =



















1− (µ
′

λ′ )
x+1

λ′−µ′
, if λ′ 6= µ′

x+1
λ′

, if λ′ = µ′

for δ≤ x ≤ N −1

Var[Zx] =















1
λ(λ+µ)

+
µ

λ
Var(Zx−1)+

µ

λ+µ
(E[Zx−1]+E[Zx])

2
, 0≤x≤δ−1,

1
λ′(λ′+µ′)

+
µ′

λ′
Var(Zx−1)+

µ′

λ′+µ′
(E[Zx−1]+E[Zx])

2
, δ≤x≤N−1

4.3.2.2 Transition probability Pi j(t)

The rate transition matrix R from Equation 4.2 is shown in Equation 4.6.

R =































0 1 2 . . . δ . . . N − 1 N
0 −λ λ 0
1 µ −λ−µ λ . . .

2 0 µ −λ−µ . . .

... 0 0
...

...
δ 0 . . . βµ −αλ−βµ αλ . . .

... 0 . . . 0 βµ −αλ−βµ . . .

N − 1 0 . . . µ −αλ−βµ λ

N 0 . . . 0 βµ −βµ































And the transition probability matrix can be obtained by the same procedure
described above for P(t).

4.3.2.3 Steady-state probability Pn

The steady-state probability Pn for the general birth and death model in
Figure 4.5 is

Pn =

[

1+
N
∑

n=1

∏n−1
x=0 λx

∏n
x=1µx

]−1
∏n−1

x=0 λx
∏n

x=1µx
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For the case with parameters in Equation 4.3 with ρ= λ
µ

, if ρ 6= 1, we have

Pn =

{

C(1−ρ)ρn
, if 0 ≤ n ≤ δ−1,

C(1−ρ)ρn αn−δ

βn−δ+1 , if δ≤ n ≤ N

where C is defined as




δ−1
∑

x=0

(1−ρ)ρx +

N
∑

y=δ

(1−ρ)ρy αy−δ

βy−δ+1





−1

.

In the case of ρ= 1, we have

Pn =















[

δ+
∑N

y=δ
αy−δ

βy−δ+1

]−1
, if 0 ≤ n ≤ δ−1,

[

δ+
∑N

y=δ
αy−δ

βy−δ+1

]−1
αn−δ

βn−δ+1 , if δ≤ n ≤ N

4.3.3 Numerical results
We denote the model described in Figure 4.4 as IFM and the model described
in Figure 4.5 and Equations 4.4 and 4.5 as IRM. Without loss of generality, we
further assume that the recovery rate before the threshold, µ, equals one. We will
show the incubation period T , the remaining lifetime R, the transition probability
Pi j(t), and the steady-state probability Pn for both models and provide intuitive
explanations for the results. For the parameters of numerical results, we set N =
100, δ= 20, α= 0.6, and β= 1.5.

We show the numerical results of incubation period T and remaining life-
time R in feasible regions for both IFM and IRM in Figure 4.6. The results indi-
cate that the incubation period is unchanged, since both models have the same
CTMC parameters before the threshold. However, due to the impulse reaction,
the reduced infection ratio directly gives rise to higher remaining lifetime, which
is quite plausible, since an individual may recover from illness by self-immunity
or with the aid of an engineer.

We are also interested in the transition probability that an individual is orig-
inally safe (initial state is 0) and eventually comes to the threshold δ, which
evolves with time, that is, P0δ(t). Moreover, we are also interested in the accu-
mulated probability that an individual is originally safe (initial state is 0) and will
eventually be infected (reach states above δ), which also evolves with time, that
is, F(t) =

∑

k≥δ P0k(t).
We show the two dynamics in Figure 4.7 and Figure 4.8, respectively. In

Figure 4.7, the peak of transition probability P0δ(t) emerges earlier if the infec-
tion ratio ρ is larger, which is plausible, since we have a higher exposure rate for
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Figure 4.6: Numerical results of incubation period T and remaining lifetime R in
feasible regions. (a) Expectation and variance of T. (b) Expectation and variance
of R.
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Figure 4.7: Transition probabilities P0δ(t).
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Figure 4.9: Steady-state probabilities corresponding to β.

a larger ratio. To emphasize the effect of the impulse reaction, we set α = 0.6
and β = 8 in Figure. 4.8. Intuitively, the infection transition probability F(t) is
greatly reduced if we take the IRM model into consideration.

Finally, we present the steady states in Figure 4.9. For IRM, we fix α = 0.6
and observe the distribution of steady-state probabilities with different β com-
pared with that of IFM. The tendency of steady-state probabilities shows that
higher β may better refine the distribution of steady-state probability around the
threshold or at least reduce the steady-state probability at extremely high levels.
This result illustrates well the effect of the impulse reaction.

4.3.4 Summary
In this section, we modeled the dynamics of malware with an incubation period
by CTMC, concerning the exposure and recovery rates of an individual and the
generalized birth and death process, along with the fact that an individual is
infected once the malware level overpasses some defined threshold, providing
better insight into the dynamics of malware. We proposed two models, IFM and
IRM, and derived the analytic solutions for the malware level, incubation period,
remaining lifetime, transition probability, and steady-state probability. Further-
more, we provide numerical results to show that while the expected incubation
period is the same in both cases, IRM has higher remaining lifetime and tends
to reduce both accumulated infection probability and steady-state probability at
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fatal levels and refine the malware level around the threshold in the feasible
regions of infection ratio.

4.4 Modeling Malware Dynamics from the Network
Viewpoint

From the perspective of the whole IoT network, the population is regarded as
the total number of nodes N, which are assumed to be stationary and uniformly
distributed in an L× L square area with population density ρ = (N/(L2)). We
assume that all objects have both infrastructure-based and proximity-based com-
munications capabilities to maintain the homogeneous mixing property. Denote
the subpopulation function I(t) = Ipro(t)+ Iin f (t) as the total number of com-
promised handsets at time t, where Ipro(t) and Iin f (t) are those that have been
infected via proximity-based and infrastructure-based communication channels
at time t, respectively. Likewise, S(t) denotes the set of susceptible nodes at
time t.

We assume that all nodes are with identical proximity-based transmission
range δ. The average number of proximity-based communication contacts is
denoted by ηpro = ρπδ2. We further assume that every node randomly selects
ηin f nodes as its infrastructure-based communication contacts, which are dis-
tinct from proximity-based communication contacts. Note that the results are
still valid if we treat ηin f and ηpro as random variables and apply their means to
our model. The pairwise infection rates on an infrastructure-based communica-
tion link and a proximity-based communication link are respectively denoted as
λin f and λpro.

4.4.1 Malware dynamics: SI model
In this subsection, we look into the SI model, in which a susceptible node
acquires infection and never becomes susceptible again. This is due to users’
lack of concern about the threat of malware and the limited capability of current
antiviral software. Obviously, we have

I(t)+S(t) = Ipro(t)+ Iin f (t)+S(t) = 1 (4.6)

and
˙I(t) = İpro(t)+ İin f (t) (4.7)

Without loss of generality, we assume that only one handset is infected at
the initial stage, that is, I(0) = Iin f (0) = 1 and Ipro(0) = 0. Malware is prop-
agated through proximity-based and infrastructure-based communication links.
The control signal distribution resembles the malware propagation in the sense
that it is distributed through these heterogeneous links to alleviate network cost.
The state equation of infrastructure-based infection is
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İin f (t) = λin f (ηin f −1)S(t)I(t) (4.8)

where ηin f − 1 accounts for the fact that a node being infected implies that at
least one of its neighbors is infected [10].

On the other hand, due to the interdependency of proximity-based and
infrastructure-based infections, the proximity-based infection stretches out from
the infected source nodes generated by infrastructure-based infections, as shown
in Figure 4.2. The proximity-based infection spreads out like a ripple centered at
the infected source node, and grows with time. In other words, the spatial spread-
ing of the epidemics through proximity-based communications is only con-
tributed by the wavefronts of infection circles, while the infected nodes located
in the interior of the infection circles are not engaged in further spatial infec-
tions. For a single ripple with radius r(t), ρπr2(t) = N · Ipro(t), and the infected
population in the peripheral circular strip of width δ is ρπr2(t)−ρπ(r(t)− δ)2.
We have

ϒS→Ipro (t) =
1
N
λpro

1
2
ηproS(t)

[

ρπr2(t)−ρπ(r(t)−δ)2
]

=
1
N
λpro

1
2
ηproS(t)

[

2ρπδr(t)−ρπδ2]

=
1
N
λproηproS(t)

[

δ

√

ρπNIpro(t)−
1
2
ρπδ2

]

∼=
1
N

σλproηproS(t)
√

NIpro(t) (4.9)

where σ = δ
√
ρπ and 1

2ρπδ
2 is usually negligible compared with N [37]. Please

note that ϒX→Y (t) is the expected population transition rate from state X to state
Y at time t. 1

2ηpro accounts for the average number of proximity-based commu-
nication contacts that are located outside of the peripheral circular strip. Since
infrastructure-based infection creates multiple infected source nodes over time,
we denote the incremental spatially infected population of a ripple that is gener-
ated at time z and keeps stretching for s time units by

Ẇ (z,s),
dW(z,s)

ds
= σλproηproS(z+ s)

√

W (z,s) (4.10)

where W (z,0) = 1. The state equation of the aggregated proximity-based infec-
tion can be characterized as

İpro(t) =
1
N

∫ t

0
İin f (τ)Ẇ (τ, t −τ)dτ (4.11)

This means that İin f (t)dτ infected source nodes are generated at time τ, and each
contributes to Ẇ (τ, t−τ) incremental spatial infection at time t. The overall state
equation of I(t) becomes
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İ(t) = λin f (ηin f −1)S(t)I(t)+
1
N

∫ t

0
İin f (τ)Ẇ(τ, t −τ)dτ (4.12)

4.4.1.1 Numerical results

Figure 4.10 illustrates the analytical and simulation plots depicting the propa-
gation dynamics of a hybrid malware spreading via only proximity-based com-
munications, only infrastructure-based communications, and both among 2000
nodes uniformly deployed in a 50× 50 plane under ρ = 0.8. We consider the
impact of ηpro on the propagation process in terms of speed and reachabil-
ity. The parameter setups are λpro = λin f = 0.05 and ηin f = 6 (follow the data
sheet in [51]). We observe that the curves of propagation dynamics closely
match our analytical model; the limited discrepancy that exists is mainly due
to the fact that the hybrid malware may propagate to objects that have already
been infected, and uncertain boundary conditions could not be considered in
the analysis.

This figure also shows that propagation via only proximity-based commu-
nication is relatively slow compared with that via only infrastructure-based
communications due to spatial spreading characteristics. We also observe
the same phenomenon for the hybrid malware with much faster propaga-
tion speed, where the rapid invasion via infrastructure-based communications
dominates the propagation dynamics. When ηpro increases from 2 to 3, our
model indicates a significant increase in the propagation speed in the early
stages of the spreading process. This is in accordance with the fact that a
larger ηpro results in a larger infected subpopulation, which could exploit both
proximity-based and infrastructure-based communications to spread, increasing
propagation severity.

Note that the agent-based emulation model [5] and simulation [51] try to
characterize behaviors of the N nodes and all interactions among them, which
requires huge computational power. In contrast, our model aggregates the N
nodes into two states and only tracks the behavior of these two states and the
interactions between them, such that our model can be more computationally
effective.

4.4.1.2 Summary

Compared with the existing agent-based model or simulation with its computa-
tional burden, our analytical model based on differential equations works more
efficiently and could act as a quick reference to gather approximate knowledge
of propagation speed and severity of hybrid malware with various settings of
infection rates and average node degrees in IoT networks. The security assess-
ment could adopt such results to develop detection and containment strategies
and processes so as to avoid a major outbreak.
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Figure 4.10: Infected population in IoT networks. N = 2000, L = 50, I0 = 1/N, λinf =
λpro = 0.05, ηd = 6, ηpro = 3 and 2.
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4.4.2 Malware dynamics under malware control: SIR model
When the control mechanisms for malware (such as self-healing and vaccine)
are considered, the “recovery” state is involved in explaining immunity. Analo-
gously to epidemiology, a node is in the infected state if it receives the malware
and turns itself into an infectious node. A node that recovers from the epidemic or
becomes a vaccinee against the epidemic is said to be in the recovered (immune)
state. Please note that a node transits from the infected state to the recovered
state in the former case, while a node transits from the susceptible state to the
recovered state in the latter case. Only susceptible nodes are vulnerable to the
epidemic, and recovered nodes are immune to the epidemic for good. Through-
out this chapter, such state transitions are referred to as the SIR model, where
S(t), I(t), and R(t) are the normalized susceptible, infected, and recovered popu-
lation at time t, respectively, that is, S(t)+I(t)+R(t)= 1. Considering the immu-
nity schemes and the time-dependent control capability, let u(t) be the recovery
probability of the self-healing scheme, where

u(t) =

{

0, t < TD,

f (TD), t ≥ TD
(4.13)

By substituting the equation S(t) = 1− I(t)−R(t) and relaxing the states to be
continuous and nonnegative valued, we have, for a small interval ∆t,

I(t +∆t) = I(t)+ϒS→I(t)∆t −ϒI→R(t)∆t (4.14)

Please note again that ϒX→Y (t) is the expected population transition rate from
state X to state Y at time t. We obtain the first-order ordinary differential equation
(ODE) (state equation)

İ(t) = lim
∆t→0

I(t +∆t)− I(t)
∆t

= ϒS→I(t)−ϒI→R(t), GI(I(t),R(t),u(t)) (4.15)

Similarly, let φ(t) be the recovery probability of the vaccine-spreading scheme;
the ODE of the recovered population is

Ṙ(t) = ϒI→R(t)+ϒS→R(t), GR(I(t),R(t),u(t),φ(t)) (4.16)

where

φ(t) =

{

0, t < TD,

κ, t ≥ TD
(4.17)

When κ = 0, the fluid model degenerates to a noncooperative network in which
no nodes participate in vaccine spreading. Without loss of generality, we use the
state equations of vaccine spreading to obtain the optimal control signal distribu-
tion time T ∗

D , since self-healing is a special case of vaccine spreading when there
is no cooperation (i.e., κ= 0).
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Figure 4.11: Illustration of malware propagation and control signal distribution in
IoT networks. Proximity-based and infrastructure-based communication links are
exploited for malware propagation. A node is infected at t = 0. TD denotes the control
signal distribution time, and Tf denotes the time instance for the eradication of the
epidemic.

The dynamics of malware and control signal distribution are illustrated in
Figure 4.11. Malware is propagated through proximity-based and infrastructure-
based communication links. The control signal distribution resembles mal-
ware propagation in the sense that it is distributed through these heteroge-
neous links to alleviate network cost. The state equation of infrastructure-based
infection is

İin f (t) = λin f (ηin f −1)S(t)I(t)−u(t)Iin f(t) (4.18)
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Compared with Equation 4.8, u(t)Iin f (t) in this equation is related to recovery
state. On the other hand, the state equation of the aggregated proximity-based
infection can be characterized as

İpro(t) =
1
N

∫ t

0
İin f (τ)Ẇ (τ, t −τ)dτ−u(t)Ipro(t) (4.19)

Compared with Equation 4.11, u(t)Ipro(t) in this equation is related to recovery
state. The overall state equation of I(t) becomes

İ(t) = [λin f (ηin f −1)S(t)−u(t)]I(t)+
1
N

∫ t

0
İin f (τ)Ẇ(τ, t −τ)dτ (4.20)

Similarly, the immunity scheme can also leverage the proximity-based and
infrastructure-based communication links to eradicate the epidemic. The state
equation of recovery via infrastructure-based communications is

Ṙd(t) = u(t)Iin f (t)+φ(t)(ηin f −1)S(t)R(t) (4.21)

The incremental spatial recovery process is characterized by

Q̇(z,s) = σφ(t)ηproS(z+ s)
√

Q(z,s) (4.22)

with Q(z,0) = 1. The state equation of proximity-based recovery is

Ṙpro(t) =
1
N

∫ t

0
Ṙin f (τ)Q̇(τ, t −τ)dτ+u(t)Ipro(t) (4.23)

The overall state equation of R(t) becomes

Ṙ(t) = u(t)I(t)+
1
N

∫ t

0
Ṙin f (τ)Q̇(τ, t −τ)dτ+φ(t)(ηin f −1)S(t)R(t) (4.24)

4.4.3 Performance evaluation
To demonstrate the trade-offs between control signal distribution and the result-
ing impacts on malware propagation, we set the function f (TD) in Equation 4.13
to be f (TD) = min{1,c ·Tα

D }, where α is a nonnegative value that accounts for
the effectiveness of the control signal, and c is a positive constant. The effect of
control signal has a power-law growth with respect to the control signal distri-
bution time. This power-law growth model is a general parametric model, and it
can be used to investigate the trade-offs between control capability and control
signal distribution timeliness.

The exponent α is associated with the effectiveness of the control capability.
α = 0 degenerates to the scenario that the control capability is irrelevant to its
distribution time. For the simulation setup, N nodes are traversing in the square
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Figure 4.12: Infected population under self-healing scheme in IoT networks. N =
2000, L = 50, I0 = 1/N, δ = 1.1, λinf = λpro = 0.05, ηd = 6, ηpro = 3, α = 2, β = 1,
κ = 0, Tf = 200, M = 1000, ΛΛΛI(0) = 200, ΛΛΛR(0) = 100, t′ = 1, and c = 10−3 over 300
simulations.

area in wrap-around condition via the Lèvy walk mobility model [42], where
the step length and the pause time follow a power-law distribution with negative
exponent, respectively. We set the length exponent l = 1.5 and the pause time
exponent ϕ = 1.38, which fit the trace-based data of human mobility patterns
collected in the University of California, San Diego and Dartmouth [33]. The
simulation setup is the same as that in the previous subsection, except that we fix
ηpro = 3 (δ ≈ 1.1), since in general, the proximity-based communication range
is limited.

The infected population under the self-healing scheme is shown in
Figure 4.12. Prior to the control signal distribution, our SIR model captures
the simulation results of malware propagation in IoT networks. Although both
infrastructure-based and proximity-based communication pairwise infection
rates are quite low (λin f = λpro = 0.05), the infection spreads rapidly, since
the malware propagation benefits from these heterogeneous links. After con-
trol signal distribution, the analytical infected population decreases at a slower
speed compared with the simulation results, due to the fact that recovery actu-
ally disrupts the spread of proximity-based infection, and the ripples are likely
to coincide with other ripples as time evolves, which leads to overestimation of
malware propagation. In addition, early-stage analysis suggests early distribu-
tion, and hence the infection has a slow decaying curve. The infection curve via
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Figure 4.13: Infected population under vaccine-spreading scheme in IoT networks.
N = 2000, L = 50, I0 = 1/N, δ = 1.1, λinf = λpro = 0.05, ηinf = 6, ηpro = 3, α = 2, β = 1,
κ = 0.1, Tf = 200, M = 1000, ΛΛΛI(0) = 200, ΛΛΛR(0) = 100, t′ = 1, and c = 10−3 over 300
simulations.

optimal control theory also implies that we can have better control of the malware
propagation if we can have full manipulation of the control capability.

Similar results can be found in Figure 4.13 for malware propagation under
the vaccine-spreading scheme. With the help of vaccine spreading through
infrastructure-based and proximity-based links, we can further mitigate the infec-
tion compared with the self-healing scheme. Since susceptible nodes are likely to
become vaccinees under the vaccine-spreading scheme, the immune nodes may
hinder the growth of the proximity-based infection ripple and thereby deceler-
ate the infection, which again leads to overestimation of the SIR model after the
control signal distribution. In Figures 4.12 and 4.13, u∗(t) from optimal control
theory elucidates the discrepancy of taking the time-dependent control capability
f (TD) into consideration. Time-dependent control capability inevitably incurs
more network cost than optimal control function.

4.5 Optimal Control of Malware
The ultimate goal of this section is to determine the optimal distribution time T ∗

D
such that the accumulated cost caused by the epidemic is minimized. Via optimal
control theory [34], we aim to solve the optimization problem.
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Minimize J =

∫ Tf

T0

[NI(t)]β+ν ·u2(t) dt

Subject to İ(t) = GI(I(t),R(t),u(t)),

Ṙ(t) = GR(I(t),R(t),u(t),φ(t)),

S(t)+ I(t)+R(t) = 1,

S(t)≥ 0, I(t)≥ 0, R(t)≥ 0 (4.25)

where β> 0 represents the severity of the epidemic, T0 is the initial time, which
is set to be 0, and Tf is the completion time, which is assumed to be free. ν is
the coefficient representing the cost of control signal distribution with respect to
the malware propagation process, and for simplicity it is normalized to ν = 1

2 .
If ν = 0, then the cost of control signal distribution is irrelevant to the mal-
ware propagation process. The performance measure J represents the accumu-
lated cost caused by the epidemic, and it takes its quadratic form for the control
function u(t), such that it is jointly convex in I(t) and u(t). The physical inter-
pretation of J is that it is proportional to the accumulated infected population,
which relates to the number of nodes that have received the malware over time.
Moreover, when β= 1, it accounts for the accumulated infected population from
T0 to Tf , which coincides with the performance measure in various networks of
interest to us [19, 32, 55].

With Equation 4.25, we aim to find the optimal control signal distribution
time T ∗

D such that T ∗
D = argminTD J. By Pontryagin’s minimum principle [41], if

GI(I(t),R(t),u(t)) and GR(I(t),R(t),u(t),φ(t)) are jointly concave in I(t), R(t),
u(t), and φ(t), the optimal control function u∗(t) can be obtained by minimiz-
ing the Hamiltonian (Lagrangian dual function) with costate variables ΛI(t) and
ΛR(t), where

H(I(t),R(t),u(t),φ(t),ΛI(t),ΛR(t)) = J(I(t),u(t))+ΛI(t)GI(I(t),R(t),u(t))

+ΛR(t)GR(I(t),R(t),u(t),φ(t))

The costate variables are updated by the costate equations

Λ̇I(t) =−
∂H
∂ I

; Λ̇R(t) =−
∂H
∂ R

(4.26)

where Λ̇I(t)≥ 0 and Λ̇R(t)≥ 0 with boundary conditions ΛI(Tf ) = ΛR(Tf ) = 0.
Note that during the update process, the negative state values are truncated
to zero, such that the nonnegativity state constraints (S(t), I(t),R(t) ≥ 0) are
satisfied.

The solution of optimal control theory resides in the fact that there is no inher-
ent restriction on the control function u(t). However, it is worth noting that when
the control capability is associated with TD, the solution of optimal control theory
only provides the trends of the system outputs and may fail to be a feasible opera-
tion for control signal distribution. Despite its impracticality, the results obtained
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from Pontryagin’s minimum principle provide performance comparisons to our
proposed approach. To compensate the insufficiency of optimal control theory,
we adopt dynamic programming [4] to solve the optimal control signal distribu-
tion time. By discretizing the time into M intervals with length ∆t = Tf /M, we
define the cost Cm as a function of the infected population at the mth period and
the newly infected population between the mth and m+1th stage, 0≤m≤M−1,
where

Cm = [NI(m∆t)+NGI(I(m∆t),R(m∆t),u(m∆t)) ·∆t]β = [NI((m+1)∆t)]β

(4.27)

Let Vm(I(m∆t),R((m∆t)),u(m∆t)) denote the accumulated cost from the mth
stage with terminal condition VM(I(M∆t),R(M∆t),u(M∆t)) = 0 (i.e., the entire
system is in its stable stage); the optimal distribution time can be obtained by
solving the optimality equation

Vm = min
am∈{0,1}

{Cm +Vm+1} , 0 ≤ m ≤ M−1 (4.28)

where am = 1 means that the control signal is distributed, and the immunity
mechanisms take effect from the mth stage. That is, T ∗

D = m∆t and f (m∆t) =
f (n∆t), ∀ n ≥ m. V0 represents the minimum accumulated cost, which is equiv-
alent to the performance measure J in Equation 4.25. Equation 4.28 is equiv-
alent to finding an optimal one-time switch from 0 to 1 among all possible
one-time switch paths of the M stages to minimize the accumulated cost, and it
can be solved via Bellman–Ford algorithm [4] with O(2M) complexity. In other
words, incorporating the malware propagation process and the time-dependent
control capability, the optimal control signal distribution time can be obtained
via dynamic programming in Equation 4.28 in real time to minimize the accu-
mulated network cost.

With the state equations, the corresponding Hamiltonian is obtained by
plugging the parameters in Equations 4.13, 4.17, 4.20, 4.24, and 4.25 into
Equation 4.26:

H = [NI(t)]β

+
1
2

u2(t)+ΛI(t)
[

λin f (ηin f−1)S(t)I(t)+
1
N

∫ t

0
İin f (τ)Ẇ(τ, t−τ)dτ−u(t)I(t)

]

+ΛR(t)
[

u(t)I(t)+
1
N

∫ t

0
Ṙin f (τ)Q̇(τ, t −τ)dτ+φ(t)(ηin f −1)S(t)R(t)

]

(4.29)
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from which the costate equations are Λ̇I(t) = −∂H/∂ I and Λ̇R(t) = −∂H/∂ R.
With the switching function θ∗(t) = [Λ∗

I (t)−Λ∗
R(t)] I

∗(t), the constrained opti-
mal control function u∗(t) that minimizes J is the saturation function

u∗(t) =















0, θ∗(t)≤ 0,

θ∗(t), θ∗(t) ∈ (0,1),

1, θ∗(t)≥ 1

(4.30)

Considering the time-dependent control capability, the optimal control signal dis-
tribution time T∗

D can be obtained by solving the dynamic programming in Equa-
tion 4.28. Similarly, the saturation function in Equation 4.30 only provides an
attainable lower bound on control of malware propagation with time-dependent
control capability.

4.5.1 Early-stage analysis
With the approximation that S(t) ≈ 1 at early stages and the initial condition
W (z,0) = 1, from Equation 4.10, we have the approximation of incremental spa-
tial infection

W (z,s) =
(

σλproηpro

2
s+1

)2

(4.31)

Moreover, we also have the approximation that I(t)≈ Iin f (t), since at early stages
Iin f (t) ∝ I(t), while Ipro(t) ∝

√

I(t). That is, the malware propagates at a faster
speed through infrastructure-based links than through proximity-based links [16,
51]. At some early stage t′,

S(t′) = 1− I0 − I0u(t)
[

t′+
φ(t)(ηin f −1)

2
t′2

]

,

and we have the first-order ODE

İ(t) = [λin f (ηin f −1)S(t′)−u(t)] I(t)+
1
N

∫ t

0
İ(τ)Ẇ(τ, t −τ)dτ (4.32)

Using the subgradient of u(t) at t = TD to define the subderivative u̇(TD) = 0,
and differentiating Equation 4.32 with respect to t at both sides, we have the
second-order ODE (neglecting the second-order term of W (z,s))

Ï(t) = [λin f (ηin f −1)S(t′)+σλproηproN−1 −u(t)]İ(t), [K1 −K2φ(t)−u(t)]İ(t)
(4.33)

where K1 = λin f (ηin f −1)[1− I0 − I0u(t)t′]+σλproηproN−1 and

K2 = I0u(t)
ηin f −1

2
t′2.
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With the initial values I(0) = I0 and İ(0) = λin f (ηin f −1)(1− I0)I0 , K3, we
obtain

I(t) =
K3

K1 −K2φ(t)−u(t)
exp{[K1 −K2φ(t)−u(t)]t}+ I0 −

K3

K1 −K2φ(t)−u(t)

=

{ K3
K1

exp{K1t}+ I0 −
K3
K1
, t < TD,

K3
K1−K2κ− f (TD)

exp{[K1 −K2κ− f (TD)]t}+ I0 −
K3

K1−K2κ− f (TD)
, t ≥ TD

(4.34)

The performance measure J in Equation 4.25 can be evaluated as

J =

∫ TD

0
[NI(t)]βdt +

∫ Tf

TD

[NI(t)]β+
1
2

f 2(TD) dt

=

(

NK3
K1

)β

K1β
(exp{K1βTD}−1)+

(

I0 −
K3

K1

)

TD

+

(

NK3
K1−K2κ− f (TD)

)β

[K1 −K2κ− f (TD)]β
×

(

exp{[K1 −K2κ− f (TD)]βTf }

− exp{[K1 −K2κ− f (TD)]βTD}

)

+

(

I0 −
K3

K1 −K2κ− f (TD)
+

1
2

f 2(TD)

)

(Tf −TD) (4.35)

For early-stage analysis, the optimal control signal distribution time can be
obtained by ˜T∗

D = argminTD J.

4.5.2 Performance evaluation
The parameter setup of the simulation is the same as in the previous section.
When dynamic programming is applied to determine the optimal distribution
time, severe epidemics (large β) contribute to early distribution to minimize
the accumulated cost, as shown in Figure 4.14. Moreover, both optimal control
and early-stage analysis suggest early distribution as the effectiveness of sig-
nal (α) increases, as shown in Figure 4.15. The relative difference of these two
approaches is plotted in Figure 4.16. Compared with early-stage analysis, opti-
mal control via dynamic programming prefers early distribution when α is small,
while it prefers late distribution as α increases.
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Figure 4.14: Optimal control signal distribution time via dynamic programming
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4.5.3 Summary
The contributions of this section are twofold. First, with the aid of epidemic mod-
eling, we provide an analytically tractable parametric plug-in model for malware
propagation control regarding the time-dependent control capability, with the aim
of determining the optimal control signal distribution time to minimize the accu-
mulated network cost in real time via dynamic programming. Second, we demon-
strate how to use our developed tools to control malware propagation in IoT net-
works. Compared with the self-healing scheme, we show that vaccine spreading
further mitigates the accumulated cost when the immune nodes participate in for-
warding control signal. Consequently, this section provides novel mathematical
tools for malware propagation with and without control over IoT networks.

4.6 Conclusion
This chapter introduces malware propagation and control models from different
aspects of IoT architecture that involves heterogeneous communication capa-
bilities. We investigate malware propagation from the microscopic view of an
individual device as well as the macroscopic view of the entire system. Optimal
control approaches are proposed to alleviate malware propagation and enhance
system reliability.
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Abstract
The development and wider adoption of smart home technology has also created
an increased requirement for safe and secure smart home environments with
guaranteed privacy constraints. We first present a short survey of privacy and
security in the more broad smart world context. The main contribution is then
to analyze and rank attack vectors or entry points into a smart home system and
propose solutions to remedy or diminish the risk of compromised security or
privacy. Further, we evaluate the usability impacts resulting from the proposed
solutions. The smart home system used for the analysis in this chapter is a digital-
STROM installation, a home-automation solution that is quickly gaining popu-
larity in central Europe. The findings, however, aim to be as solution independent
as possible.

5.1 Introduction
As welfare increases and technological gadgets become ubiquitous, we lighten
our daily lives by automating trivial and common tasks. The last few years
have shown a clear trend of automation technology usage within both personal
homes and commercial buildings. The increasing adoption of smart home sys-
tems (SHS) leads to the need for not only more functionality but also for a safe,
secure, and functional environment. The ongoing battle for smart grid security
[1] includes smart homes [2] and, especially when one technology becomes par-
ticularly widespread, it automatically creates a high-reward target type. One spe-
cific area that is seeing a particular technological increase, and is thus at higher
risk of becoming such a target, is home automation for personal use. Several
companies offer products on the market to automate lighting, shades, heating,
cooling, and the like. Among the many systems that feature different wired
or wireless topologies is digitalSTROM (dS) with its powerline-based bus and
embedded central server. This research is dedicated to finding security and pri-
vacy weaknesses in SHS using the example of a dS system. Wherever possible,
we try to approach the problem in a generic way that can also be applied to other
systems.

This works is organized as follows: We begin with the introduction and pro-
ceed with a review of how smart homes fit into the broader smart world context
and present related work. In the fourth section, the dS environment is covered
before listing possible attack vectors on SHS in the fifth section along with two
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example attacks on the dS infrastructure. In Section 5.6, solutions to prevent or
diminish those attack vectors are proposed and discussed. In Section 5.7, we
analyze the proposed solutions, which are followed by the conclusions.

5.1.1 Smart world
With our world growing “smarter” than ever, there are different ways of inte-
grating smart homes into the broader context of smart services, smart grids, and
even smart cities. Researchers of different fields have been studying this ongo-
ing trend and have come up with interesting and useful applications. We briefly
present some of those applications to emphasize the security and privacy needs of
a modern SHS—especially in the light of a majority of consumers being agnos-
tic of technology and not necessarily trained in computer and network security.
They may thus not be fully aware of what privacy invasions must be expected
when certain sensory data are leaked or revealed from their smart environment.

Ref. [4] defines smart communities as interconnected sets of colocated homes
that share certain common processing infrastructure. The authors give an exam-
ple of a distributed intrusion detection/aversion scheme based on surveillance
data from multiple homes that is processed centrally in the community and
an example of smart healthcare where neighbors are alerted when a critical
health situation is detected. The paper also projects a call center responsible
for multiple smart communities for emergencies or further assistance. While
the authors propose the centralized processing of data for privacy reasons, it
is likely that not every smart community will want to maintain a data center
on its premises. The next paper [6], though unrelated, predicts a trend toward
more artificial intelligence and thus processing power in future smart homes.
The paper foresees that with the increasing number of sensors and readings, a
single smart home might not be able to process all the data and thus it processes
them in a cloud environment. Privacy is listed as a potential issue. In a simi-
lar light, [5] proposes a framework to integrate smart homes into platform as a
service clouds. Data privacy is supposedly managed by the user but the deci-
sion on which data to use and process seems to take place post transmission
in the cloud. The cloud interface provides additional services or virtual smart
home devices provided by third parties. Further improvements in the broad con-
text of lifestyle are presented in [7], where ambient intelligence is mentioned.
The paper predicts how smart devices will carry an individual’s preferences who
will then experience personalized results in places such as museums and other
public places.

Overall, the trend is clearly geared toward a highly interconnected smart
world where data are processed in a distributed fashion and the line between
private data sharing, such as highly sensitive and individual medical records, and
beneficial services is at risk of becoming increasingly blurred. In fact, both might
not even remain separable due to design, marketing, or infrastructural decisions.
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The problem is further amplified when individuals may no longer have a choice
as to what part of the collected bulk sensor data is shared or even transmitted
over a potentially insecure network. It is thus crucial to set the bar high for both
security and privacy. Even when individuals do explicitly consent to data shar-
ing, the actual transmission protocol must always be open and reviewable for
potential leaks.1 Accountability is key to gain the user’s trust and, once obtained,
can only be beneficial to the product’s success. Since smart home installations
have a comparatively long lifetime of several years or decades and process sensi-
tive sensory information, interested parties will likely take their time to evaluate
and research their options. Open-source approaches are, in general, very favor-
able toward trustworthiness and, possibly, also toward the longevity of a product
when the modifications and extensions can be installed by the owner/user with-
out requiring specific tools or requiring digital signatures. Unfortunately, the shift
toward more open protocols is slow and customers might not always see the ben-
efits of open solutions. A change is only expected to happen when demanded by
a majority of customers or with comparably successful open solutions.

5.2 Related Work
This section lists related security research in the smart home context and explains
the differences to this work. We conclude that there has been—to the best of
our knowledge—no previous security assessment of this kind on smart home
environments with a wired powerline bus type and, particularly, not for the dS
architecture. The journal article in [8] surveys the available SHS technology
but only briefly lists potential attack vectors on the SHS control infrastructure
(DDoS). It also details personal security, that is, not software system–related
security, automation logic proposals such as notifying emergency services when
a fire is detected, unusual user behavior detection using neural networks, and
a privacy guard to protect against sensitive information leakage. The paper in
[9] covers the detect and prevent approach to several security issues in wire-
less sensor networks in the SHS context. Several attack vectors that compromise
confidentiality, integrity, and availability are shared in this paper. In contrast,
we analyze security issues on the example of dS products, which uses a wired
bus system with non-factory default and optional wireless connectivity. Ref. [10]
proposes a meter-reporting system based on public key encryption that does not
reveal specific power usage to the utility company. The system is based on signed
readings by a trusted reader. The processing then directly applies the matching
price tariff to those readings, resulting in a fully verifiable bill without specific
usage information. This paper creates a good solution to verifiably aggregate
metering data but requires a trusted meter by the utility company, which the dS

1Ideally, the protocols are independently audited and published with unredacted raw data to the general
public.
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environment does not target or provide. Ref. [11] proposes a framework for eval-
uating security risks associated with technologies used at home. The paper also
associates high-level attacker goals such as extortion or blackmail to low-level
attacks compromising the infrastructure. We focus solely on low-level security
issues and leave out inferring the potential consequences. Finally, [3] presents a
deep literature review of smart homes and provides a prediction of future devel-
opment going toward integrated healthcare systems. Due to the amount of time
that people spend in their homes, there is a large economic potential for inte-
grated services. Additionally, the paper includes a section of papers dedicated to
security. dS does not appear in any of the papers; however, some wired systems
such as KNX are listed.

5.3 The digitalSTROM Environment
The dS environment is SHS designed primarily for personal home use. It can
also be simultaneously used in multiple apartments of a building, whereas each
apartment has its own installation. The installation consists of one (optional2)
digitalSTROM server (dSS), usually one digitalSTROM meter (dSM) and one
digitalSTROM filter (dSF) per circuit, and numerous terminal blocks (small
clamps) with a digitalSTROM chip (dSC) for each device. The dSF is responsible
for filtering out dS messages on the power bus and prevent them from reaching
the outside world. This is technically required when multiple dS installations are
present nearby to prevent cross talk. Each dSM can handle up to 128 clamps and
communicates with the other dSM and the dSS using the ds485 two-wire pro-
tocol.3 The ds485 bus can span up to 100 m but is usually confined within the
cabinet (dashed line in Figure 5.1). dSC are conventionally integrated in a termi-
nal block (“clamp”) that, in turn, is connected directly to a power switch or an
appliance. The dSC can also be integrated directly into an appliance, into a power
socket, or onto a socket list by a licensed manufacturer. The appliances communi-
cate over the power wire using a proprietary closed protocol (dash-dotted line in
Figure 5.1). The bandwidth available to dS devices is very limited with 100 bauds
(dSM → dSC) / 400 bauds (dSC → dSM) [12]. The reaction time for events is
between 250 and 750 ms. Figure 5.1 shows a simplified SHS consisting of three
separate power circuits (one per floor), two dS appliances (TV, light on the dash-
dotted line), and a non-dS charging electric vehicle on an outdoor plug. The dSM
are interconnected (dashed lines) with the dSS by the two-wire bus. The dSS is
connected to the home network, symbolized by the wireless router, by a Cat.5
cable or, optionally, by a supported wireless universal serial bus (USB) dongle.

2Although the basic configuration can be made without a dSS, more complex events such as timer-
based ones are only possible with a dSS installed.

3The name ds485 is an analogy for the serial RS485 bus protocol.
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Figure 5.1: A sample digitalSTROM SHS.

A control device (typically a smartphone or tablet) is connected to the home net-
work with the wireless network. The dSS provides a web interface for configura-
tion and an AJAX/JSON application programmable interface (API) for control.

5.4 Attack Vectors on SHS
We grouped the possible SHS attack vectors into five vulnerability categories,
which are detailed in this section: wired SHS commonly use (1) a server for state
management and to provide a control interface or API, (2) a bus for communi-
cation with the appliances, and (3) a small clamp or control device for switching
individual appliances. This system is ultimately controlled by the user with (4)
a control device such as a smartphone. Additionally, (5) remote third-party ser-
vices may be contracted to extend the system’s core functionality. The categories
and their communicative interaction are visualized in Figure 5.2.
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Figure 5.2: The five risk categories.
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Figure 5.3: The nine risk categories.

We divided the attacks into nine relative and perceived risk categories: low,
medium, and high in each of the two dimensions, severity and probability, shown
in Figure 5.3. The risk is based on how likely and how severe a given attack is.
We note that more probable attacks are assigned higher risk ratings than more
severe ones.

5.4.1 Central digitalSTROM server
This first subsection elaborates on the possibilities of gaining access to the central
dS server as a means to compromise the entire SHS. The central server has total
access privileges to the SHS: it can switch appliances, read out metering values,
manage API connections on the home network, and run virtually permanently.
The server is thus the most crucial component to secure within the SHS. Due to
the many interfaces, it is also the most exposed part. This server role is assumed
by the dSS component and is located in the cabinet. In dS systems, the location
is dictated by the proximity to the dSM circuit meters. The dSS is an embedded
Linux platform with 400 Mhz ARM9 CPU, 64 Mb ram, 1 Gb flash memory, two
USB ports, and an RJ45 100 Mbit Ethernet port. It features an onboard RS-232
serial port for recovery purposes [13]. The first possibility to attack the dSS is by
gaining physical access and compromising the root system password. This can
be done using the debug ports to gain access to the serial console and thus the
(uBoot) boot loader. Earlier versions of the dSS featured only 256 Mb flash stor-
age but used an SD card as the main storage drive, which added the possibility of
maliciously switching SD cards to one with added or modified credentials. Due
to the high impact but local constraint (physical access required), this attack is
rated at risk level 4. The second possibility is to gain access to the local wired or,
if available, wireless network and (1) exploit a system vulnerability (e.g., TCP/IP
vulnerability in the Linux IP stack or network driver both local area network
(LAN) or wireless local area network (WLAN) if a WLAN dongle is plugged
into the dSS); or (2) exploit a service vulnerability of a service running with
system privileges, for example, an SSH server (Dropbear), if enabled. We note
at this point that the dSS process handling dS events does not run with elevated
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privileges. Alternatively, an attacker can (3) exploit an API vulnerability within
the dSS process. This attack is generally locally bound to the home network and
wireless range but weak router/firewall rules may directly expose the dSS to the
Internet and thus pose a major potential flaw. Since home automation systems
are long-term systems with expected run times of 10–15 years, the software is
highly likely to become outdated and unmaintained during its life cycle, thus
greatly increasing the risk. Due to the high potential severity, we assign these two
vectors the risk rating 7. Third, an attacker may target the server via the dS485
bus interconnecting the dSM by (1) directly gaining wire access or (2) indirectly
by a rogue dSC that injects events that trigger a given message by the dSM on
this bus. This attack is judged as having medium impact due to the ability to
control the whole static SHS, that is, the functionality of the SHS available when
no dSS is installed, with low probability. Besides the impact on the powerline
bus, it is questionable whether such an attack would be able to compromise the
dSS integrity and would have to be determined by a code analysis of the dS485
bus handler process. We thus assign this attack vector the risk level 2. The fourth
attack possibility is to redirect or abuse the app store to (1) inject rogue updates
with open backdoors, which is possible because updates are not digitally veri-
fied; or (2) rogue apps may be installed either by mistake or by misguiding the
user into installing them. As dS apps do not have system privileges because they
are run from within the dSS process and are restricted to a JavaScript sandbox,
the main threat is to privacy, as all events can be triggered and registered. Both
rogue updates and apps can be installed when the attacker has control over the
local network and can intercept and modify the home network traffic from and
to the dSS as the updates are served through an unencrypted hypertext transfer
protocol (HTTP) connection. Without local access, it is very hard to manipu-
late network traffic; however, due to the high impact of a compromised update,
this attack vector is assigned the risk level 4. When considering rogue apps, we
increase the risk to level 5 due to the higher probability of such an attack but
lower severity: tricking a user into installing a rogue app is possible but greatly
depends on the victim.

5.4.2 Smart control devices
This subsection describes how a compromised smart control device (SCD) such
as a smartphone or a control station leads to a compromised SHS.

Besides the wall switches in rooms, control of the SHS is generally dele-
gated to trusted or authenticated control devices or both such as smartphones
or control terminals. In the dS case, the JSON-API is only accessible by a
secure HTTPS connection and requires a token that is obtained after success-
ful authentication. If, however, a control device such as an Android or iPhone
smartphone is compromised, the control of the whole system, as far as API sup-
port reaches, is consequently compromised until the token is revoked or expires,
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in case the device does not store the actual credentials. dS does not currently
feature specific (usually wall-mounted) control terminals, thus this scenario is
omitted. dS published both an iOS and an Android app. Since smartphones are
mostly connected to the Internet, they are exposed to many third-party apps and,
possibly, viruses and worms. Additionally, the device usually has full access
to the home network. These facts lead to a high-risk attack vector with risk
category nine.

5.4.3 Smart home communication bus
In this subsection, we analyze the risks of a compromised communication bus,
the implications of which directly lead to a largely compromised SHS. dS uses a
proprietary but unencrypted protocol for its communication on the power wiring
(powerline) [12]. As the protocol uses neither encryption nor authentication,
any received messages are assumed to be valid. This opens the possibility for
(1) injecting control signals to directly control appliances or disrupt the sys-
tem or (2) injecting invalid power readings to falsify the reporting system on
power consumption. When falsifying consumption readings, this only falsifies
the reading of individual single devices as the dSM is aware of the total sub-
circuit consumption independently of any attached dSC. Having access to the
communication bus allows easy jamming of the SHS, thereby creating a denial
of service (DoS)-type attack. The low bus bandwidth makes this attack particu-
larly effective. The attacker has the choice of jamming only the subcircuit with
the attached rogue sender device or the whole system by continuously sending
system-wide events, such as alarms, which are then broadcast by the dSM into the
adjacent subcircuits. As all dS appliances have access to the powerline bus and
thus have full control of the bus within their subcircuit, an attacker may attach a
rogue appliance anywhere in the system. If the attacker does not have physical
access, he or she may still trick someone who does have access into plugging in
an appliance for him or her, for instance, by gifting or lending such a prepared
appliance. dS appliances can be anything from a lamp to a TV or a computer.
As dSC clamps are relatively small and only draw minimal power, they are eas-
ily hidden inside an appliance case. An alternative and limited attack consists of
connecting unmodified original dS clamps to the system, which automatically
registers and adds the device, an automatic plug-n-play (PnP) procedure that
takes less than 10 min. Once registered, the device is ready for use, for exam-
ple, a clamp with a yellow color code4 switches all room lights in the room that
it is plugged in. A generic panic button will trigger the panic procedure, which
defaults to turning on all lights and opening all shades and blinds in the entire
installation. With the locally limited exposure of the powerline bus, generally
secure premises (except for outdoor plugs) but with high control level, this attack

4dS clamps are color coded according to their functionality.
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vector is rated a risk category 4 (private home without outdoor plugs) or 7 (with
an easily reachable outdoor plug or when the SHS is a semipublic environment
such as an office space). An alternative point of entry is the ds485 bus intercon-
necting the dSM and dSS. The implications are the same as compromising the
powerline bus with an additional small but unverified possibility of exploiting
the dSS’s process by buffer overflow. This attack does not seem very likely or
attractive as dSM are usually located next to the more rewarding dSS. We thus
assign the risk category 4.

5.4.4 Remote third-party services
This subsection analyzes the trust implications of connecting third-party services
with the SHS. A third-party service provides additional functionality to the SHS.
Those services can be classified into two categories: (1) monitoring services and
(2) control delegation services. A service can also be classified in both cate-
gories simultaneously. The monitoring services accept consumption statistics,
system events, or other collected data and provide a suggested or analytical ser-
vice based on the data interpretation. As such, this type of service imposes solely
a privacy risk as identifying events such as home presence and activities may be
leaked [18]. We rank this attack vector at risk level 3 but the actual danger could
greatly vary depending on the nature of the leaked information and the danger
that such a leak could go unnoticed for a very long time. The second category of
services requires control permissions and thus API access by a token, which may
be revoked individually [18]. Such services may, for instance, provide an alterna-
tive Internet-based user interface. As a consequence, a compromised third-party
service directly implicates a compromised SHS and carries an elevated risk rated
at 7 or 9, depending on how secure and trustworthy the third-party service is. dS
offers such a service called mein.digitalSTROM [19] using a dS app that allows
installation via remote control. It also allows temporary control delegation with
a time-expiring link and backs up local configuration and metering data. Based
on these facts, it is inevitable that all third-party services be trusted with private
data and system control, respectively.

5.4.5 Two attack scenarios
In this subsection, we elaborate on two theoretical attack scenarios based on our
previous analysis.

The first attack uses the dS Android smartphone app [14] as the entry vector
and switches lights on at night when the homeowners are sleeping. The sec-
ond attack uploads power readings to a remote server, allowing the attacker
to know when the home is empty or is likely to be empty. The first attack is
created by installing a rogue app on the homeowner’s Android smartphone. This
app poses as a totally unrelated app to the SHS. Once the app is installed on
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the SHS owner’s smartphone, it launches a background service that sends an
Android intent [16], a cross-app message using the dS app’s public interface,
to the dS app sometime during the night. The unmodified and unknowing dS
app then performs the action using the stored credentials. The malicious app
does not need to know any connection details or the API token. While the attack
may sound banal, more frightening scenarios can be envisaged. In the second
attack, the dS app is installed by the user on the dSS using the official dS app
store. Once installed, the app collects consumption data from all connected dSM
and periodically uploads them to a remote location. The attacker uses this col-
lected data to establish when the residence is likely to be empty. We do note that
third-party apps will likely have to pass a code review before being entered into
the dS app store. There are enough legitimate uses for sending private data and
the app should thus pass a code inspection based on different expectations by
the reviewer and the app’s user, especially if the documentation is ambiguous,
suggestive, or simply missing.

5.5 SHS Hardening
This section is modeled from Chapter 4. It is organized into the central dS server,
SCDs, smart home communication bus, and third-party services. In an effort to
harden SHS against the attacks described in the previous section, we recom-
mend adopting proven strategies from other domains. In addition to providing
security-enhancing suggestions, we reflect on the usability impact of the pro-
posed solutions.

5.5.1 Central digitalSTROM server
This subsection reiterates the crucial role of the central dS server in the overall
system security. Because of its central role and exposure to different interfaces
in the SHS, a physical server breach is rated at both the highest severity and
highest probability. To protect against physical server breaches, the easiest and,
at the same time, most effective method is, arguably, to lock the cabinet if it
is located in a (semi)public space. This should be recommended to every cus-
tomer through the installation documentation. This solution has a low usability
impact and leaves the choice and risk assessment to the customer. Within pri-
vate spaces, the risk of a physically compromised dSS is rated low. If additional
security is desired, one could make use of a tamper-evident case, which may
avert certain attackers. This change requires a customer to be aware of how to
check the integrity seal, which could possibly be done remotely, but still requires
a lock-secured cabinet. A tamper-evident case incurs a high usability impact due
to the need for additional training. To protect against network-based attacks on
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the dSS, it is important to make the user change the default access password,
preferably during the initial setup. A default access password together with an
open network results in a very high probability and high severity risk. Usability
is only minimally impacted by requesting the user to set a password on setup.
The initial setup could be streamlined by a setup wizard, which would cover this
step. To prevent man-in-the-middle (MitM) attacks, such as modifying the sys-
tem or app updates, dS update servers should default to an encrypted HTTPS
connection with a valid SSL certificate. Such a secure connection is transparent
to the user and thus does not incur any usability changes. To reduce the risk of a
totally compromised SHS, the introduction of a permission-based access control
system for the API is suggested. Possible permissions include reading out meter
values, controllable dSMs/rooms such that an application may be restricted to
controlling appliances in one subcircuit or even individual appliances, the events
that can be triggered, and the events that one can register with. This list is not
exhaustive and further permissions may be applicable. There is a certain trade-off
between usability and permission configurability as analyzed by [15]; however,
the impact could be lessened by allowing full permissions by default and leaving
the specific constraining to knowledgeable users within the “advanced settings”
menu option.

5.5.2 Smart control devices
SCD have full control over the SHS. Thus, it is crucial to educate all users that
a compromised SCD implies a compromised SHS. The dS app for Android pro-
vides other apps on the smartphone with the possibility to send intents (Android
control messages) that the app will then react on. Thus, any app on such a smart-
phone can control the SHS. We propose adding a white list of registered apps,
managed by the user, to the Android dS app to verify that a certain app is allowed
to control the SHS. The list would be updated on the fly upon first request as to
impact usability only minimally. Users may also feel more secure when they
know which apps can, or are trying to, control their SHS.

5.5.3 Smart home communication bus
dS uses a proprietary protocol for communication between a dSC and a dSM. The
technology does not permit inter-dSC communication without going through a
dSM first due to separate up- and downstream channels. If one were to reverse
engineer the communication protocol and implement a device speaking the
protocol—or reverse engineering a dSC’s interface/firmware—an attacker could
easily inject messages or jam the circuit and installation and create a DoS attack.
We thus strongly recommend investigating adding an encryption layer such as
targeting low power and very low overhead settings [17]. An encryption layer
may incur a moderate overhead in usability if keys have to be set up by the
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user. We further suggest adding an option to disable the PnP functionality for
automatically registering new devices, especially in semiprivate environments
such as offices where power plugs are readily available to anyone having phys-
ical access. For ease of use, we do not suggest disabling the PnP by default,
but when the auto-registration function has been disabled, we suggest adding a
timer-based enable function—-analogous to how Bluetooth pairing works—that
allows auto-registering appliances that are plugged in during a short time frame.
The usability impact of such a feature is minimal, resulting in only one more
option that could be placed within the advance configuration mode.

5.5.4 Remote third-party services
Remote services provide additional functionality to the SHS by either provid-
ing remote access to the dSS or by analyzing and reporting on collected data.
To harden the system against privacy leaks, we suggest implementing config-
urable time-resolution limit permissions to the already proposed permission sys-
tem. Such a resolution limit would, for example, not allow access to resolutions
below a 15 min aggregation in order to maximize privacy. As such a restriction is
optional, the usability impact remains small while giving the user a much greater
sense of privacy. To harden against compromised third-party services, a restricted
set of permissions should be applied to remote-controlled API accesses; addi-
tionally, all API accesses and transactions should be logged for a future audit.
As the user is responsible for checking the logs, he or she does incur a great
usability impairment unless combined with a method of automatically check-
ing logs for irregularities. A third-party app should only be accepted into the
dS app store when sufficient, clear, and unambiguous documentation is avail-
able as to what data are being processed and sent off remotely and what control
events are raised by the app. The code reviewers are responsible for checking the
code paths against the documentation and asking for corrections before accept-
ing it. Before installing an app, a user should have the possibility to accept
or reject the requested functionality. There is a minimal usability overhead to
display the app documentation, which has to be manually accepted or rejected
by the user.

5.6 Solution Analysis
We now look back on the sample attacks in the light of the suggested improve-
ments and find that the attacks would no longer be possible. We do note that all
proposed solutions are theoretical improvements based on research and experi-
ence in related fields. The physical experimentation of the suggested solutions in
this exact context is left as a future work item.
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The first attack scenario uses the dS Android app to stealthily inject control
events into the SHS. With a white list of apps that are allowed to send control
events through the dS Android app, any app on the smartphone would have to
request permission before being granted access, thus thwarting a stealthy attack.
A visual clue should make it apparent that the said app, which has nothing to do
with the SHS, pursues a malicious purpose when it seeks to access the SHS via
the exposed Android intent.

The second app that sends consumption events to a remote server would have
to declare its intent to send readings to a remote service in the documentation
and request those specific permissions during the installation. If this is against
the purpose of the app, the user should recognize the threat and choose not to
install the app.

After implementing our proposed solutions, both sample attacks would thus
no longer be possible.

5.7 Conclusion
We conclude this chapter by reiterating that homes are very intimate places
where people expect and deserve a high level of privacy and security; this level
is currently not being satisfactorily offered by the feature-driven industry. We
have elaborated different attack vectors on a dS SHS, which range from phys-
ical breaches to networked attacks all the way to third-party remote issues. We
have demonstrated the actual abuse of two of those attack vectors and suggested
various improvements to all of the identified attack vectors along with possible
usability impairments resulting from the solutions. We hope that this research
will lead to an increase in openness and security awareness from the early devel-
opment process on in generic SHS products and particularly to an improved dS
system.
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6.1 Introduction
With the advances of wireless communication technologies, wireless sensor net-
works (WSNs) have been widely deployed to monitor the surroundings. As those
WSNs scale in size, the large volume of sensed data and the required energy of
collecting them have led to data-centric sensor networks (DCSNs) [9, 21]. In
DCSNs, sensed data are stored among a few dedicated storage nodes in the net-
work, and a mobile sink will visit the network occasionally to collect the stored
data. Unlike its previous counterpart, the sink-based sensor network, where one
sink is used to collect and store sensed data, a DCSN is efficient and robust, since
it does not require every sensor node to deliver data to the sink, which may be
far away and may also become a single point of failure.

Once deployed, possibly in a remote environment, DCSNs are typically
left unattended, with occasional human visits, and can create vast quanti-
ties of information. The characteristic of little physical protection combined
with their low-cost nature makes DCSNs vulnerable to a wide variety of net-
work dynamics and attacks, including node capture, node compromise, node
failure, packet injections, jamming attacks, and so on. As a result, an adver-
sary may breach data privacy by acquiring sensitive data stored in the net-
work through compromising nodes, or may affect data availability by removing
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data permanently via disabling network nodes. For instance, in a DCSN that is
deployed in a forest for monitoring and tracking endangered animals, obtaining
the stored data will reveal location information about targets, which may create
life-threatening risks.

To overcome these problems, many cryptography-based methods [3, 18, 21]
have been designed to ensure data integrity, confidentiality, and access control
for sensor networks. Although those cryptography-based strategies are essen-
tial in protecting WSNs against various attacks, they can only partially address
the threats against data privacy and data availability. For instance, they cannot
cope with information leakage caused by node compromise or communication
disturbances caused by jamming attacks. Additionally, most cryptography-based
strategies rely on robust key management schemes, which will impose extra stor-
age costs and complicate network deployment as well as its operations. There-
fore, in this research, we are interested in whether we can mitigate threats against
data privacy and data availability by non-cryptography-based methods that only
exploit the sensor location diversity exhibited in the typical wireless sensor
network.

Addressing data privacy issues together with data availability is problematic.
To increase data availability against node failure, it is natural to replicate data to
many nodes. However, this replication introduces the risk of data privacy leakage
due to node compromise. The requirement of energy efficiency further compli-
cates the solution. To strike a balance among these three goals, in this research
we construct a graph called the spatial privacy graph (SPG) to guide data dissem-
ination and ensure that the scheme can achieve a higher level of data privacy and
data availability at lower energy cost compared with other data dissemination
schemes.

6.2 Problem Overview
Since cryptography-based strategies cannot address all the threats against data
privacy and data availability, we study the noncryptography schemes that can
achieve the goal. We first overview the problem by examining the network model
and threat model. We summarize the notations that are used in Table 6.1.

6.2.1 Network model
This work focuses on a data-centric sensor network that is deployed for tracking
targets. Specifically, the sensing application first utilizes trusted data collectors to
collect messages generated by every sensor, and then derives the location infor-
mation of the target from the messages. The network consists of sensor nodes,
storage nodes, and mobile sinks, as shown in Figure 6.1.
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Table 6.1 Frequently used notations

Notation Explanation Notation Explanation

Sn The set of sensor nodes nn The total number of sensor
nodes

Ss The set of storage nodes ns The total number of storage
nodes

xi A sensor node, where i ∈
{1, . . . ,nn}

yi A storage node, where i ∈
{1, . . . ,ns}

rs The sensing radius of sensor
nodes

rc The communication radius
of sensor nodes

ηi(t) The I-state of storage node i
at time t

η∗(t) The master I-state, η∗(t) =
⋂

i∈Ss
ηi(t)

p Duplication probability V (η(t)) The area of I-state η(t)
P I-state based privacy

measure
A I-state based availability

measure
E Energy cost

Sensor node

Storage node

Mobile sink

Figure 6.1: An illustration of a data-centric sensor network (DCSN).

6.2.1.1 Sensor nodes

A network of nn static sensor nodes Sn are deployed through a planar environment
W at positions x1,x2, . . . ,xnn and Sn = {xi}i∈[1...nn]. Each sensor node continually
senses its surroundings, and sends an event message to storage nodes whenever
it senses an event of interest. Sensor nodes are identical, with the same sensing
range rs and the same communication range rc. The sensor nodes do not store
data because of their lack of sufficient memory to store data for months or years
and the prohibitive number of nodes from which a mobile sink needs to offload
data. Instead, they always forward data to storage nodes.

Additionally, the network consists of low-cost sensors capable of coarse sens-
ing. That is, each sensor is equipped with a long-range proximity sensor that
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can detect the target whenever ‖q(t)− xni‖ ≤ rs, where q(t) is the position of a
target at time t. This sensing is Boolean, in the sense that the node knows only
whether or not the target has been detected, but no other information. Thus, the
reported measurement will be a circle with radius rs. Moreover, the value of rs

is sufficiently large that the capture one message does not breach the privacy
requirements.

Finally, each sensor node is aware of the relative location of its neighbors.
Such information can be obtained by wireless localization algorithms [19].

6.2.1.2 Storage nodes

A collection of ns storage nodes Ss are deployed across the environment W at
position y1,y2, . . . ,yns , where ns ≪ nn, and Ss = {yi}i∈[1...ns]. Storage nodes have
larger memory and larger battery capacity. They are in charge of storing data
before mobile sinks offload the data. To prevent malicious users from overflow-
ing the storage nodes by injecting faulty packets, each storage node will perform
data filtering to sterilize the data. Thus, no matter whether the data are encrypted
or not during message deliveries, storage nodes are required to access the plain-
text of each packet.

6.2.1.3 Mobile sinks

From time to time, one or more mobile sinks will visit the network, and they will
get close to each storage node to offload data. Because of their relatively small
number, mobile sinks are equipped with tamperproof hardware, or guarded by
humans. Thus, mobile sinks cannot be compromised by any adversary or fol-
lowed by a jammer that may interfere with their communication. In summary,
mobile sinks are reliable and trustworthy.

6.2.2 Threat model
Both unintentional and malicious threats that breach data privacy and harm data
availability are considered here. In particular, we make the following assump-
tions about the damage that adversaries or network dynamics can cause:

Nodes can be compromised. Since both sensor nodes and storage nodes are
left in the field unattended and are prone to compromise, we assume both of them
to be untrustworthy. However, an adversary can only compromise up to g storage
nodes, sensor nodes, or any combination of them. As a starting point, we assume
that g = 1 and adversaries are only interested in capturing storage nodes due to
the higher payoff of compromising a storage node than a sensor node. When
a node is compromised, adversaries can obtain all stored data including secret
keys and sensed data. Moreover, we assume that adversaries do not have a global
view of the network and are unaware of all the locations of sensor nodes as well
as storage nodes.
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Nodes can fail or be jammed. We assume both that sensor nodes and storage
nodes can fail during the lifetime of the network. They can experience hardware
problems, causing permanent data loss, or their communication channel can suf-
fer from severe radio interference, resulting in an inability to receive or send data.
In either case, the data that are stored or scheduled to be stored on the affected
storage nodes will not be available to mobile sinks.

In summary, data can be leaked to adversaries or can be unavailable to
mobile sinks due to various reasons, breaching data privacy and harming data
availability.

6.3 Problem Formulation
6.3.1 Privacy scope
Data privacy of a network includes content privacy and context privacy [10]. This
study focuses on content privacy breaches that are caused by node compromise,
node failure, or even DoS attacks. We refer readers to other research [4, 10] that
deals with preserving context privacy; for example, where the communication
has occurred and who has participated in the communication. We note that those
two problems are complementary: our content-aware data dissemination problem
focuses on which storage node to deliver while context-aware routing problems
deal with how to deliver data.

6.3.2 Motivation for privacy and availability definition
Preserving privacy is normally considered as the guarantee that data is observ-
able only by those who are supposed to access it. However, such a definition
does not capture the fact that privacy is closely linked to its resolution of uncer-
tainty. Taking location privacy, for example, we generally do not want to reveal
where we are. Here, the definition of where we are determines the boundary of
the tolerance level of privacy, and it can be quite different in various cases. As an
example, Alice might be willing to reveal her location information if the granu-
larity of location is at the level of city, while she is unwilling to reveal her current
street address. Similarly, a granularity of no less than 250 m may be acceptable
for protecting endangered animals, but not less than 25 m. Thus, the definition of
privacy should quantify the level of information uncertainty. Similarly, the goal
of data availability is not necessarily to guarantee that all data records are acces-
sible, but to ensure the available data set produces enough information about the
target with acceptable levels resolution, that is, uncertainty.

Before quantifying information uncertainty, it is important to clarify the
relationship between information and messages in sensor networks. Since the
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Figure 6.2: Illustration that a combination of two potential related nodes provides
more valuable information than three nodes which possess similar information.

message generated by each node only provides a portion of the global location
information that the sensing application has, one naive method to quantify infor-
mation uncertainty is to count the number of messages. For instance, breach-
ing data privacy can be quantified by the number of messages obtained by
adversaries, and data availability can be defined as the number of available
messages.

However, with regard to privacy and availability, the content of messages is
more important than the quantity of messages. Figure 6.2 provides a simple illus-
tration of the idea in the context of target-tracking applications, where the con-
tent refers to the location of the target. In the figure, nodes A, B, C, and D detect
the target using their proximity sensors, and each generates a message report-
ing the possible region of the target as a circle centered at itself. The location
information of the target provided by a set of messages is the intersection of cor-
responding disks. Combining three messages from nodes A, B, and C results in
an intersection region much larger than the intersection of nodes A and D’s sens-
ing ranges. Thus, leaking three messages does not necessarily map to a worse
privacy breach than leaking two messages, and the definition of data privacy and
data availability should be content-aware rather than just counting the messages.

6.3.3 Uncertainty and information states
6.3.3.1 Modeling the uncertainty

We employ the concept of information states (I-states) [6, 17] to capture the toler-
ance level of uncertainty on both privacy and availability associated with a set of
messages. I-states are used in robotics to reason about uncertainty and explicitly
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encode the uncertainty about the target. More precisely, the term state refers to an
instantaneous description of this target at a given time. In target tracking, I-states
are the set of possible states that are consistent with the measurements provided
by sensors, for example, the possible locations of the target that can produce
such measurements; I-states are calculated according to the content of messages.
The main advantage of using the concept of I-states is that no prior knowledge
of the target but the message contents is required. In comparison, entropy has
been used to define privacy [5, 20], but it is only applicable to limited scopes
because its calculation requires prior knowledge of the probability distribution
for the targets’ movements.

Formally, in a network that tracks the motion of a target through a planar
environment W using proximity sensors, let us suppose that prior to some time
t f sensor nodes have measured m samples that map to m messages,

{(O1, t1), . . . ,(Om, tm)} (6.1)

in which Oi is a circle known to contain the true state, and ti is a timestamp
at which this information was known to be valid. Then, a target position q̂ is
consistent with those messages if and only if there exists a continuous trajectory
q : [0, t f ]→W such that

1. dq/dt ≤ vmax for all t ∈ [0, t f ], where vmax is the target’s maximum speed.

2. q(ti) ∈ Oi for all i ∈ [1,m].

3. q(t f ) = q̂.

The I-state η(t) at time t is the set of target positions consistent with the
messages with timestamps prior to time t. V (η(t)) denotes the area of the I-state
η(t), which quantifies the level of uncertainty. A larger value for V (η(t)) means
that the target can be anywhere inside a larger area, corresponding to a higher
level of uncertainty.

Consider the example illustrated in Figure 6.2a, and let us assume at time t =
0 nodes A, B, and C generate three messages. The I-state η(0) associated with all
three messages is the points inside the intersection of those three disks centered
at nodes A, B, and C, respectively; and V (η(t)) is the area of that intersecting
region, denoted by the shaded region in Figure 6.2a.

6.3.3.2 Computing the information state

Figure 6.3 illustrates the calculation of the I-state. It starts with an initial state
η(0) =W , and is updated after time passes or new messages are received:

� When the time passes from t1 to t2 without any messages being received,
η(t2) is computed from η(t1) by performing a Minkowski sum of η(t1)
with a ball of radius (t2− t1)vmax. Informally, this “expands” the I-state to
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Figure 6.3: Computing the I-state: (a) an initial information state; (b) expansion to
account for the passage of time, and intersection with received message disks; (c) the
resulting updated I-state.

reflect the fact that the state may have changed since the previous message
was received. The resulting region is retained as η(t2).

� When a message (O, t) is received, the existing I-state is updated to the
correct η(t) by intersecting the current I-state with O. This takes the infor-
mation provided by the message into account.

6.3.3.3 Information states in the network

For a network with ns storage nodes, each storage node y j will calculate its
I-state η j(t) based on its received messages. Additionally, there exists a “mas-
ter” I-state η∗(t) derived from all the messages received across all storage nodes,
and η∗(t) = η1(t)∩· · ·∩ηns(t). Thus, there exist ns +1 I-states in the network in
total.

In a normal scenario, without any attacks or hardware failures, the mobile
sink is able to collect all data stored at each storage node and to obtain η∗(t),
while in practice, some storage nodes may fail and prevent the mobile sink from
obtaining η∗(t), reducing the amount of information available to the mobile sink.
Moreover, it is possible that an adversary compromises one storage node y j and
acquires its I-state η j(t), breaching network privacy.

6.3.4 Evaluation criteria
We target to design an energy-efficient data dissemination scheme that can
enhance both privacy and availability. Thus, we define three evaluation metrics.
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6.3.4.1 Privacy

Consider the case that the adversary is able to compromise one storage node i. We
define the levels of this privacy breach as the size ratio between ηi(t),1 which the
adversary can access, and η∗(t), which is the knowledge of the entire network.
This ratio is a measure of the quantity of information that is protected in spite of
the compromise. Of course, compromising different storage nodes may lead to a
different level of payoff. In light of the fact that security is typically determined
by the weakest point in the system, we define privacy by considering the worst
case across all possible compromised storage node:

P = 1−
V(η∗(t))

mini∈Ss V (ηi(t))
(6.2)

for the privacy level at time t. The interpretation of this metric is that when P= 0,
a single storage node has access to the full knowledge of the network, and privacy
cannot be preserved against that storage node being compromised. Similarly,
P = 1 would indicate “perfect” privacy, but this clearly cannot be achieved, since
it would require the network to retain information that is not stored at any of its
storage nodes.

6.3.4.2 Availability

Similarly to the definition of privacy, to define network availability, we consider
the area of the I-state available to the entire network, in comparison to the area
that is stored at each individual storage node. If a storage node fails, then the
knowledge that can be reconstructed from the remaining ns − 1 storage nodes is
simply the intersection of their I-states. As a result, we can define availability by
considering the worst case across all possible storage node failures:

A =
V (η∗(t))

maxi∈Ss V (
⋂

j∈Ss−{i}η j(t))
(6.3)

To interpret this metric, we observe that if all of the messages are sent only to
a single storage node, then we obtain A = 0, the worst availability, since the
network then has a single point of failure. In contrast, if each message is sent to
at least two distinct storage nodes, then A = 1, the “perfect” availability, because
no single failure can result in data loss. Realistic, energy-efficient protocols fall
somewhere between these two extremes.

6.3.4.3 Energy

Because the energy available to each wireless sensor node is generally limited
by battery capacity, one important objective is to minimize the amount of energy

1Since adversaries do not possess the global information of the network, we do not consider the privacy
breaches caused by the absence of sensed data at storage nodes; for example, node A did not detect a target.
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consumed by delivering messages per unit of time. Let E(i) denote the number of
messages forwarded or generated by the sensor node i between t = 0 and t = T .
The system seeks to keep E as small as possible:

E =
1
T

nn
∑

i=1

E(i) (6.4)

We note that this energy representation is sufficient to model energy used both
at the sending and at the receiving end, since we can scale E up by multiplying
by a coefficient α . This coefficient may include the energy consumed both as
the sender transmits the message and as its neighbors overhear and process the
message.

6.3.5 Problem definition
The goal of the proposed data dissemination scheme is to let sensor nodes deter-
mine to which storage node they should deliver their observations, so that the
overall privacy P and availability A are both good while the energy consumption
E is small. As such, the data dissemination protocol can be modeled as a color
assignment function. Each storage node is labeled with a unique color ID, for
instance, the same as the storage node ID; and assigned colors to each sensor to
indicate to which storage nodes to deliver its data. We define the color assign-
ment C as a function mapping each sensor node xi to one or multiple storage
nodes in Ss, that is,

C : Sn → 2Ss

where 2Ss is the power set of Ss. The problem of preserving privacy and avail-
ability is equivalent to finding a color assignment function C that maximizes the
privacy and availability of the network at minimum energy cost.

Solving this nonlinear multiobjective optimization problem is challenging,
since these three evaluation criteria, P, A, and E are at least partially in
conflict with one another: Intuition suggests—and our experiments confirm—
that increasing A generally reduces P and increases E. To tackle the prob-
lem, we first analyze a few baseline data dissemination technologies to gain
insights.

6.3.6 Baseline data dissemination
Essentially, the data dissemination protocols are designed with inspiration from
secret-splitting algorithms [22]. Each sensor is capable of observing a coarse
measurement of the target, similar to the concept of small pieces of the secret.
Storage nodes combine multiple messages, analogous to gaining larger portions
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Figure 6.4: Illustration of (a) shortest path coloring and (b) random coloring.

of the secret. Finally, the trusted data collector can obtain η∗(t) by combining all
messages and can pinpoint the location of the target, corresponding to obtaining
the secret.

Intuitively, the data dissemination protocol should guide the messages to be
distributed across several storage nodes, and thus split the secret evenly among
storage nodes. To illustrate this intuition, we analyze two baseline data dissemi-
nation protocols:

6.3.6.1 Shortest path

The shortest path coloring algorithm represents general data dissemination
schemes [14] that aim at reducing energy consumption without considering
data privacy or data availability. It involves a sensor node choosing the closest
storage node to store its data. Figure 6.4a depicts an example of such a col-
oring scheme with three storage nodes, in which each sensor node transmits
to the closest storage node, measured by hop counts in the network, that is,
C(xi) = arg miny j∈Ss

h(xi,y j), where h() returns the hop count between xi and
y j. Although such a shortest-hop-count-based coloring scheme consumes the
smallest amount of energy, it will not provide good privacy and availability. For
instance, if we imagine that a target is moving in the white region (upper-right
corner), the I-state stored at the white storage node ηw(t) equals η∗(t). If the
white storage node happens to be compromised, the adversary can obtain the
same location information about the target as the trusted data collector. More-
over, if the white storage node is unavailable due to hardware failure, then no
target movement information will be available.
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Table 6.2 Comparison of the shortest path
coloring and the random coloring schemes in a
network of three storage nodes

Scheme Shortest Path Random Color

P 0.30 0.49
A 0.02 0.28
E 36 61

6.3.6.2 Random coloring

A naive technique to improve the data distribution across the network is to ran-
domly assign each sensor node a color, corresponding to a storage node. That is,
the function C is randomly selected, and only one color is assigned to each sensor
node. Figure 6.4b gives an example of random coloring under the same network
deployment as Figure 6.4a.

To evaluate the performance of the shortest path and the random coloring
schemes, we simulated a network with 325 identical sensor nodes spread across
a 2000 m × 2000 m network field. A single target moved through the field and
each sensor node detected the target whenever it was within the sensor’s 250 m
range. The results, which are listed in Table 6.2, confirm that the shortest path
scheme achieves a low availability A and privacy P but consumes a small amount
of energy E. In comparison, the random coloring scheme consumes almost twice
the amount of energy as the shortest path, but achieves a higher level of data
privacy and data availability.

6.4 SPG-based Data Dissemination
6.4.1 Spatial privacy graph
The random coloring scheme improves privacy and availability by simply
distributing equal numbers of messages to each storage node. However, equal
distribution of messages is not sufficient. Take Figure 6.2, for example; the
combination of A’s and D’s information states ηA(t)∩ηD(t) is more “valuable”
compared to ηA(t)∩ηB(t)∩ηC(t). Thus, nodes A and D must transmit their obser-
vations to different storage nodes to improve privacy and availability. In contrast,
it is relatively harmless for the three nodes A, B, and C to transmit to the same
storage node, because the sensors for these nodes will provide very similar infor-
mation. This observation motivates us to construct an SPG that identifies those
pairs of sensor nodes that, in combination, can determine the position of the tar-
get within a small region.

Formally, a set of sensor nodes S forms an SPG GP = (S,EP) where a pair
of nodes (xi,x j) are connected by an edge ei j if and only if they form a privacy
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Figure 6.5: Construction of spatial privacy graph: (a) communication topology;
(b) spatial privacy graph.

pair. Given a scalar parameter privacy factor a, a pair of nodes is a privacy pair, if
their distance d ∈ [2rs−a,2rs]. Intuition tells us that these privacy pairs are nodes
whose sensing regions have small, nonzero intersections. Figure 6.5 illustrates
this process. Figure 6.5a presents a simple network scenario with seven nodes,
where the edges represent communication links. Figure 6.5b depicts the result-
ing spatial privacy graph, where the edges link privacy pairs. Although nodes G
and D are within each other’s communication range, they are too close to have
an overlapping sensing range that is small enough to be considered as a privacy
pair. Thus, G and D are not connected in the spatial privacy graph. Assuming that
2rs > rc, then the distance between node pair (A,F) is larger than their commu-
nication range rc but smaller than 2rs. As a result, nodes A and F are connected
in the spatial privacy graph.

6.4.2 Enhancing privacy via a distributed coloring
algorithm

The SPG identifies the privacy pairs that should select different storage nodes to
save their data. Thus, to enhance data privacy, each sensor node can determine its
storage node by executing a distributed graph coloring scheme. Given an n-vertex
SPG with GP = (S,EP), the output of the distributed coloring scheme is a colored
graph Gc = (S,EP,C). Without loss of generality, we assign one color to each
sensor node, and denote the color assignments C as C = {cxi |cxi = C(xi)}∀xi∈S.
Ideally, Gc should satisfy two requirements: valid and feasible. Here, valid means
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that for every edge ei j ∈ EP, its vertices xi and x j have different colors, that is,
cxi 6= cx j , and feasible means that the color of every vertex should be one of the
storage nodes’ colors. A valid and feasible coloring can guide the network to
disseminate messages that belong to the same privacy pairs to different storage
nodes and thus achieve high privacy. However, for any SPG and given number
of storage nodes, it is not always possible to obtain a valid yet feasible colored
graph. For instance, if there are only two storage nodes available to color the SPG
shown in Figure 6.5b, then it is impossible to obtain a valid coloring among nodes
A, C, and D. To address this issue, our distributed coloring algorithm will first
generate a valid coloring and then change infeasible colors into feasible ones.

6.4.2.1 Algorithm walk-through

The distributed coloring algorithm is motivated by Linial’s coloring scheme [13],
which starts with a valid colored graph with a large number of colors and then
reduces the total number of colors iteratively. However, Linial’s coloring scheme
cannot be simply applied to this problem because it does not consider the factor
of energy consumption, which is crucial to sensor networks.

The distributed algorithm works in the following way. Prior to coloring sen-
sor nodes, we map each storage node to a unique color numbered from 1 to ns.
Then, each sensor node assigns its color purely based on its neighbors’ colors by
executing Distributed Coloring, which is shown in Algorithm 6.1, in par-
allel. Here, we call a pair of nodes neighbors if they are connected in the SPG,
which is different from the concept of neighbors defined according to commu-
nication abilities. Each sensor xi initializes its color to a unique infeasible one;
for example, adding its own ID Ixi to ns. As such, we prevent any sensor node
from preassigning itself a feasible color. Then, each sensor node participates in
iterative coloring updating until no color is updated between two consecutive
iterations.

At the beginning of each iteration, node x j announces its current color with its
ID Ix j to all its neighbors by broadcasting a message (Ix j ,cx j), where cx j is its cur-
rent color. At the same time, it records its neighbors’ current colors {cxi}xi∈Nbr.
In each iteration, only a sensor node that satisfies the following conditions is
allowed to update its color:

1. It has not been assigned a feasible color yet.

2. Its color is larger than those of all its neighbors.

Function UpdateColor() first tries to find a new color that satisfies all con-
ditions listed below.

1. Feasible: The new color should be one of the storage nodes’ colors, c′x j
∈

{1, . . . ,ns}.

2. Valid: None of its neighbors has chosen this color, c′x j
/∈ {cxi}xi∈Nbr.
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3. Nearest: Among all valid and feasible colors, it chooses the storage node
that is separated by the fewest hop counts from itself.

Sometimes it is possible that no feasible and valid color is available, as shown
in Figure 6.5b. In those cases UpdateColor() returns −|cxi |. The algorithm ter-
minates when none of the nodes can update its color further, and the following
lemma holds.

Algorithm 6.1: Distributed Coloring
Require: INPUT:

Nbr: neighbor set
Io: local sensor ID
PROCEDURES:

1: co = Io +ns;
2: repeat
3: Announce(Io,co);
4: {cxi}xi∈Nbr = ReceiveAnnounce();
5: if co > ns and co > max{cxi}xi∈Nbr then
6: co = UpdateColor({cxi}xi∈Nbr);
7: end if
8: until NoChange(co) and NoChange({cxi}xi∈Nbr)

Lemma 6.1
Algorithm 6.1 always terminates after |S| iterations and terminates with a valid (but
not necessarily feasible) colored graph Gc = (S,EP,C).

Proof. Termination: In each iteration, a node that can update its color must have a
color that is larger than ns. Meanwhile, a node can only update its color either to
the number between 1 and ns, or to its negative node ID. Thus, each node xi ∈ S
will only update its color at most once. The algorithm terminates when none of
the nodes can update its color, and the total number of iterations I ≤ |S|.

Validity: We prove validity by induction on k. Let G(0)
c = (S,EP,C(0)) be the

colored graph after initialization, then for each node xi, cxi = Ixi + ns. Since all
nodes have unique identifications, ∀xi,x j ∈ S,cxi 6= cx j , G(0)

c is valid.

Assume G(k−1)
c is valid. Let the graph after the kth iteration be G(k)

c . Since,
in each iteration, only the node that has the largest color in its neighborhood can
update its color, we assume, without loss of generality, that node xp updates its

color from c(k−1)
xp to c(k)xp . According to Color Updating Condition 2, c(k)xp 6= c(k)xq

for all xq that are its neighbors. Thus, G(k)
c is valid. �
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When Algorithm 6.1 produces a valid but infeasible graph—for example,
some sensor nodes have a color that is out of the feasible range [1, . . . ,ns]—
the sensor nodes with infeasible colors will randomly choose a feasible color
regardless of their neighbors’ colors.

6.4.2.2 Algorithm challenges

Several practical challenges are associated with this distributed coloring
algorithm.

Loose Synchronization: The correctness of the distributed coloring algorithm
holds only if at most one node in its neighborhood updates its color in each
iteration. Such a condition can be guaranteed only if every node decides whether
it should update its color after all color announcements are delivered. Thus, it
is important to let every node have a loosely synchronized clock and to let the
color announcements reach its neighbors. For synchronization, one can use the
timing-sync protocol for sensor networks (TPSN) [7], a lightweight synchroniza-
tion protocol. To avoid severe flooding, the coloring announcement uses time to
live (TTL) to control the flooding range. The neighbors are not communication
neighbors with regard to the SPG. Thus, the coloring announcement has to be
broadcast beyond a one-hop neighborhood. In cases where the communication
range rc equals the sensing range rs, the privacy pair can be located up to 2rs

apart and, therefore, TTL = 2rs/rc = 2.
Reducing energy through on-demand, incremental coloring: Energy efficiency

is one of the main concerns when designing algorithms for sensor networks. The
SPG-based coloring algorithm is energy efficient, in the sense that each node
always chooses a valid color of the storage node closest to it, and it converges in
at most |S| steps. Additionally, the algorithm adopts the following rules to fur-
ther reduce energy consumption: (1) Construct the SPG on demand. In a track-
ing sensor network, a few nodes will detect the target; those nodes are called hot
nodes (Shot). Instead of constructing an SPG across the whole network, only hot
nodes will participate in constructing the SPG by broadcasting control messages
locally. (2) Incremental coloring: To incrementally update the SPG as the target
moves continuously.

The incremental coloring algorithm works in the following manner. When
the target moves to location L1 initially, all hot nodes Shot(L1) will color them-
selves using Algorithm 6.1. In the next time window, the target moves to another
location L2, and the Shot(L2) will intersect with Shot(L1). The nodes that belong
to the intersection Shot(L2)∩Shot(L1) keep their color unchanged, and the nodes
that are part of the set Shot(L2)− Shot(L1) select their colors. As such, the colors
of Shot(L2)∩ Shot(L1) can be treated as prior knowledge, and only nodes in the
set Shot(L2)−Shot(L1) need to announce and update their colors iteratively. This
incremental coloring is especially beneficial in reducing energy costs when the
target moves at a low speed.
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Figure 6.6: SPG and information redundancy. Nodes B, D, and E form privacy pairs,
and their intersected sensing area is contained by the intersection of A’s and C’s
sensing regions.

6.4.3 Enhancing availability via message replication
In a nonfailure scenario, the mobile sinks can derive η∗(t) by acquiring data from
every storage node. However, the data stored at storage nodes may be unavailable
due to hardware failure or jamming attacks. The goal of maintaining high data
availability is to ensure that the intersection of the information state of available
storage nodes,

⋂

i∈Ss
ηi(t), is close to η∗(t). A natural way to improve high avail-

ability involves replication; for example, let a sensor node deliver a copy of the
data to another storage node. However, naive duplication will increase energy
costs. To replicate efficiently, the coloring algorithm must solve the following
three issues: (1) Who should duplicate its messages, (2) how, and (3) where
should the duplicated messages go?

Who? Only privacy pairs shall duplicate their messages. This heuristic can
be illustrated by the example in Figure 6.6, which consists of two privacy pairs,
(B,D) and (B,E), and isolated nodes A and C. The nodes that do not form pri-
vacy pairs with any hot nodes are usually located in between hot nodes. Their
intersection (denoted by the light gray shading) is typically larger than the inter-
action of privacy pairs, and thus is less valuable to increasing availability. Letting
privacy pairs duplicate messages allows us to spend energy on the most valuable
messages.

How? Availability and privacy are conflicting objectives. Thus, the duplica-
tion probability p is used to keep a balance between two goals. Each node that is
part of a privacy pair will replicate messages with probability p. In particular, in
each data reporting period, a node generates a random number in the range [0,1].
Only if the random number is smaller than p will it send a replicated message to a
second storage node. Setting p = 0 gives privacy higher priority, while assigning
p = 1 favors availability.

Where? To avoid the situation that the duplicated messages from the same
region are always delivered to the same storage node, the privacy pairs will
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randomly choose a second storage node to which to deliver their duplicated
messages.

6.5 Experiment Validation
6.5.1 Simulation methodology
We implemented the SPG-based data dissemination algorithm using C++. We
simulated a sensor network deployed in a 2000 m × 2000 m region with rs = rc =
250 m, and a target moved randomly throughout the network region at a speed of
25 m/s. We studied all three data dissemination strategies: shortest path, random
coloring, and our SPG-based algorithm. For the SPG-based algorithm, we set the
privacy factor a to 15m and measured the energy costs both for constructing the
SPG and delivering data. To capture the statistical characteristics, we evaluated
P, A, and E by running our experiments in ten rounds, where each round lasted
for 1000 s with a 1 s sensing interval.

6.5.2 Experiment results
We performed two sets of experiments to study the impact of p and the number
of storage nodes ns, respectively.

6.5.2.1 Impact of p

We first compared the performance of the three algorithms in the scenario of 200
sensor nodes and three storage nodes when varying p from 0 to 1. The results are
depicted in Figure 6.7, from which we observed that the availability of all three
algorithms improves with an increasing value of p but at the cost of less privacy
and higher energy costs. Compared with the other two algorithms, the energy
costs of the SPG-based algorithm rise more slowly. Interestingly, when p is larger
than 0.1, the energy costs of the SPG-based algorithm become smaller than those
when using the shortest path scheme. This is because our SPG-based algorithm
only allows privacy pairs to duplicate messages, instead of all hot nodes.

Figure 6.7b shows P and E for all three algorithms. Note that the point at
(0,1) represents the (unachievable) ideal of perfect privacy with no energy costs.
Figure 6.7b shows that the SPG-based algorithm accomplishes higher privacy
than the shortest path scheme, which can only achieve a maximum privacy value
of 0.2. Compared with the random coloring scheme, the SPG-based algorithm
can achieve the same level of privacy with lower energy costs.

Finally, Figure 6.7(c) shows that the SPG-based algorithm is superior to both
the shortest path and random coloring schemes with regard to A and E. That
is, for the same energy costs, the SPG-based algorithm provides the highest
availability.
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Figure 6.7: Comparison between shortest path coloring, random coloring, and the
SPG-based algorithm with p changing from 0 to 1, nn===200, ns = 3: (a) p vs. energy;
(b) privacy vs. energy (0≤≤≤p≤≤≤1); (c) availability vs. energy (0≤≤≤p≤≤≤1).
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6.5.2.2 Impact of ns

Besides tuning p to balance between A and P, it is interesting to know what the
maximum achievable value of A is, given the energy budget and the minimum
required value of P. Figure 6.8a and b show such cases with requirements of
E ≤ 50 and P ≥ 0.4. As ns becomes larger than 4, the SPG-based algorithm out-
performs the random coloring schemes, and uses a smaller amount of energy.
Moreover, we observe that in Figure 6.8a, with an increase in the number of
storage nodes, the value of availability in the SPG-based algorithm increases
much faster than the value of availability in the random coloring algorithm.
This confirms our analysis: Distributing messages evenly is insufficient, and the
content of messages is more important than the number of messages in terms
of data uncertainty. We note that the shortest path algorithm cannot achieve the
requirements and does not show up in the diagrams. Similarly, as shown in Figure
6.8c and d, given the requirements of A ≥ 0.6 and E ≤ 50, the SPG-based algo-
rithm achieves higher maximum privacy than the shortest path scheme and uses
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less energy. We note the random coloring scheme cannot find any feasible solu-
tion to meet the requirements and does not appear in the diagrams.

In summary, our SPG-based data dissemination protocol combines the advan-
tages of two baseline dissemination schemes and can achieve better data privacy
and a higher level of data availability while consuming less energy.

6.6 Related Work
Much attention has been devoted to addressing privacy issues in the context of
data mining and databases [1, 12, 16]. A common technique is to perturb the
data and to reconstruct distributions at an aggregate level. This type of approach
is centralized and cannot be applied to resource-constrained sensor networks.

The problem of providing contextual location privacy in WSNs has been well
studied. The primary concern of location privacy in WSNs is to protect the source
location [10, 15, 23] and sink location information [4]. To protect the source loca-
tion against a local adversary, phantom routing [10] uses a random walk before
commencing with regular flooding/single-path routing. Later, Mehta et al. [15]
and Yang at al. [23] studied the problem of source location privacy in the pres-
ence of a global adversary who can observe all traffic in the network. Mehta et al.
proposed the use of hop-by-hop encryption to hide the message flows, and Yang
et al. suggested the injection of fake messages. Deng et al. [4] proposed random-
ized routing algorithms and fake message injection to prevent an adversary from
locating the network sink based on observed traffic patterns.

A common design goal of data dissemination protocols [2] in wireless sensor
networks is to achieve energy efficiency. Ugur et al. [2] let data travel down an
event dissemination tree based on a schedule to save energy. To address data
privacy issues, Shao et al. [21] designed a data dissemination scheme called
pDCS that can provide different levels of data privacy based on different crypto-
graphic keys.

In the area of constructing storage systems, Gregory et al. [8] and Safe-
Store [11] have addressed issues of ensuring system availability and integrity
policies in the presence of component failures and malicious attacks.

Unlike prior work, the data dissemination scheme introduced in this study
addresses the problem of data privacy and data availability at the same time using
a noncryptographic method.

6.7 Conclusion
Preserving data privacy and data availability in WSNs cannot be achieved purely
by cryptographic strategies. In this work, an SPG-based data dissemination
protocol is proposed. It is complimentary to traditional cryptographic techniques
and can enhance data privacy and data availability in sensor networks deployed
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for target tracking. We argued that data uncertainty is important to quantify data
privacy and data availability, and message content is more important than the
number of messages with regard to data uncertainty. As such, we provided a
content-based definition of data privacy and data availability, utilizing informa-
tion states. To strike a balance between two conflicting objectives, we introduced
a graph called the SPG that identifies node pairs whose combined sensed data
provide high certainty of the target location, and showed that the task of dissem-
inating data to storage nodes is equivalent to the problem of coloring the SPG.

The SPG-based data dissemination protocol consists of the following steps:
(1) constructing the SPG among hot nodes (nodes that detect the target) on
demand; (2) coloring the SPG using our energy-efficient distributed coloring
algorithm; (3) letting those nodes that provide “valuable” information repli-
cate messages with a probability p. The experiment results have shown that the
SPG-based data dissemination scheme combines the advantages of two baseline
dissemination schemes: the shortest path routing and random coloring protocols.
It can achieve better data privacy and a higher level of data availability while
consuming lower energy than either baseline data dissemination scheme.
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7.1 Introduction
The proliferation of various Internet of Things (IoT) devices has led to several
innovative applications including the development of smart home and buildings.
While the use of IoT devices can bring a lot of advantages in terms of effi-
ciency, convenience, and cost, their extensive use raises several privacy concerns
regarding the users and their activities inside these smart buildings. For instance,
through analyzing the smart meter data, one can infer avocations, finances, occu-
pation, credit, health, or other similar personal information about the customer or
the household. In commercial buildings, the privacy concerns are mostly on user
tracking and pattern detection of behavior when employees utilize their smart
devices connected to Wi-Fi access points. In the same manner, the use of IoT
devices in the workplace may leak information about the social fabric of that
organization, which is largely hidden from direct observation. It is the interper-
sonal connectivity in a group that is largely created and maintained by physical
interactions in the space, which can be monitored in part by analyzing the IoT
traffic within the building. The details of these interactions are very sensitive
from personal and organizational privacy standpoints, and thus it is important to
treat them with great caution.

In this chapter, we will first provide an overview of the smart building con-
cept and the IoT devices commonly used in smart buildings in Section 7.2. In
Section 7.3, the privacy issues regarding the use of IoT devices are discussed.
Then, in Section 7.4, a survey of the existing efforts to address these challenges
are presented. Finally, we will conclude with future research challenges in this
emerging area.
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7.2 Overview of Smart Building Concept
The intelligent building concept has existed for more than three decades and
its definition has evolved over time with new developments in technology
[10]. As the definitions expanded, the term smart building arose and is used
interchangeably with the term intelligent building. However, with the increas-
ing use of this new term in industrial reports and academic literature in recent
years, the term smart building is more popular and used instead of intelli-
gent building. This allows smart building to have a broader scope than intel-
ligent building and incorporates the latest trends such as smart grid. Similar
to the intelligent building definition, smart building also has various defini-
tions, which are introduced by various parties including academic institutions,
companies, and organizations. Interested readers are referred to [10] and [55]
for a more comprehensive discussion about various intelligent/smart building
definitions.

In this section, the definition from the Institute for Building Efficiency
[20] is presented to give the reader a high-level overview of smart building.
Smart building is defined as “buildings that provide lowest cost and environ-
ment friendly building services that make occupants productive through the use
of information technology in the building operations.” The information tech-
nology interconnects various independent subsystems inside the building and
enables information sharing between those subsystems. It also interacts with
and empowers the building operators and occupants with actionable information.
Smart buildings are usually assumed to have their own renewable power gener-
ation systems and use smart meter as the gateway to the smart grid as depicted
in Figure 7.1.

Besides the interchangeable use of the term intelligent and smart, the pres-
ence of other building concepts such as green building [59] and net-zero energy
building [49] concepts may add further confusion to the existing definitions.
Even though an internationally agreed definition for each concept is still lack-
ing, all these similar concepts can basically be differentiated from their goals.
The green building concept focuses on environmentally friendly aspects and
covers the whole building life cycle, including design, construction, opera-
tion, maintenance, renovation, and demolition. The net-zero energy building
concept, on the other hand, is driven by the availability of distributed renew-
able energy generation and conservation efforts in the building to provide self-
fulfillment of energy. Finally, the smart/intelligent building concept focuses on
intelligence and communications capability for energy-efficient buildings. This
may, as well, involve some parts of the building life cycle from design to
maintenance. It is worth noting that the latter two are fundamental concepts for
successful smart grid implementations. Figure 7.2 shows the distinction between
these concepts.
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ing Efficiency. http://www.institutebe.com/smart-grid-smart-building/What-is-a-
Smart-Building.aspx.)

7.2.1 Smart building subsystems
Smart building subsystems have evolved over time following the progress in
information and communications technology and the development of new con-
cepts such as smart grid. Current major subsystems consists of three interrelated
fundamental subsystems [47], as depicted in Figure 7.3:

1. Building automation system (BAS). This had a long-standing evolution
since the early 1940s, from a centralized control and monitoring panel to
the open BAS that is compatible with the Internet or intranets [53]. BAS
has adopted various commonly used Internet/intranet communications
and software technologies for monitoring and controlling various build-
ing subsystems such as lighting, heating, ventilation, and air-conditioning
(HVAC), security and access, fire and safety, and many more.

2. Building energy management and grid interaction system (BEMGS). This
has emerged from building energy management systems in recent years

http://www.institutebe.com/smart-grid-smart-building/What-is-a-Smart-Building.aspx
http://www.institutebe.com/smart-grid-smart-building/What-is-a-Smart-Building.aspx
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following the transformation of the legacy power grid into a smart grid. It
is responsible for internal energy-related operations and external interac-
tion with the smart grid.

3. Building management information technology (IT) system (BMITS). This
enables better building functionalities and performance through two-way
communications with the other two subsystems in order to achieve var-
ious goals. It provides better presentation of the current building status
through video or voice applications, which in turn increases the awareness
and involvement of the building manager and occupants in controlling the
performance of BAS. BMITS also interacts with BEMGS by collecting
power consumption data for further modeling and analysis. The results
can be used for in-building energy policies or interaction with the smart
grid. These policies are implemented by BAS and building energy man-
agement.

7.2.2 IoT devices used in smart buildings
The IoT devices used in a smart building environment can be classified into three
types: (1) building devices, which are used in the smart building for the purpose
of monitoring and controlling the buildings; (2) mobile wireless devices, which
are typically used personally by the occupants, such as smartphones, personal
digital assistants, personal notebooks, body sensors, digital cameras, portable
game consoles, wearable devices, and so on; and (3) smart home appliances,
which are typically stationary and mostly found in the residential building, such
as televisions, washing machines, refrigerators, and so on. The major IoT build-
ing devices that are used in smart buildings include the following:

1. Smart metering is basically an advanced electronic recording device that
is used to record energy consumption in the building over a certain
interval (in hours or minutes) and reports these data to the utility com-
pany at certain time intervals through various types of communications
technology (e.g., fiber optics, power line communication [PLC], cellu-
lar networks, wireless mesh networks, etc.). Even though the term smart
metering can also be used for recording water or natural gas consumption,
it is often referred to as the electric meter for the recording of electri-
cal energy usage. The smart meter replaces the traditional electric meter
and offers two-way communications between the utility company and
the consumer.

2. Wireless local area networks (LANs) are commonly used to provide wire-
less access for people within a smart building. The system consists of a
number of wireless access points (AP) distributed throughout the building.
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3. Radio Frequency Identification (RFID) is a wireless short-range low-
energy device that has been widely used for years. RFID is considered
to be one of the enabling technologies for the IoT since it can pro-
vide a unique identity for anything (e.g., consumer goods, apparels, cars,
animals, human beings, etc.). A typical RFID system consists of two
components, a reader and a tag, that operate at a certain frequency. The
former is an active device sending queries and the latter is an active or pas-
sive device responding to these queries. RFID readers in smart buildings
are typically installed for access control, for example, for automatic door
entrance. The RFID tag, which may be embedded in the employee’s ID
card, is used for identification before providing physical or logical access.
The RFID tag can store data and transmit the data to the reader. The com-
munications between the tag and the reader does not need to be in the line
of sight and may be contactless.

4. Video Surveillance has commonly been used for security and access con-
trol for years. These IoT devices provide high spatial resolution for still
images and video and produce a wide range of information, such as shape,
color, size, texture, and so on from the captured objects. The objects must
be in the direct line of sight of the camera.

5. Various Sensors: carbon dioxide (CO2) sensor, passive infrared (PIR) sen-
sor, ultrasound sensor, magnetic door sensor, and so on. The CO2 sensor
measures the carbon dioxide concentration in the air and is typically used
for monitoring indoor air quality. However, the CO2 sensor can also be
used to collect some indirect occupancy information in certain areas based
on the CO2 concentration in that area. The PIR sensor measures infrared
(IR) light radiating from objects in its direct line of sight. Typically, a
human emits heat energy invisible to the human eyes, but can be detected
by the PIR sensor. However, the direct line of sight and continuous motion
requirements are the limitations of the PIR sensor, and therefore, it will
not be able to detect stationary occupants. The ultrasound sensor, on the
other hand, does not require these. The Ultrasound sensor is an active sen-
sor that transmits and receives ultrasonic rays reflected from objects and
obstacles.

Figure 7.4 illustrates various IoT devices used in smart buildings.

7.2.3 Intelligence in smart buildings
A wide variety of research has been conducted in Intelligent/Smart Buildings
for more than 30 years from the independent building subsystems to the system
integration of those subsystems. Among the building subsystems, the research on
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heating, ventilation and air-conditioning (HVAC) subsystems and lighting sub-
systems attract a lot of attention, since they contribute to the largest portion of
total energy consumption in buildings. It has been shown from previous research
that up to 40% energy saving can be achieved by adopting occupancy-based con-
trols for HVAC subsystems and a combination of control strategies for lighting
subsystems such as daylight harvesting (i.e., exploiting external light sources),
occupancy sensing, scheduling, and load shedding [43].

Real-time occupancy-based control for HVAC and lighting systems have
been the main research focus in Intelligent/Smart Buildings for decades. Vari-
ous IoT devices have been used to collect occupancy information. These devices
can be used in the form of wireless sensor networks (WSNs) which use either
a single sensor type or sensor fusion (i.e., multiple sensor types). A single type
of sensor may be adequate to collect the desired occupancy information; how-
ever, for most cases employing sensor fusion will give a more accurate result.
For instance, binary information generated from PIR and ultrasound sensors are
adequate to provide presence/absence information. Nevertheless, a more accu-
rate occupancy information can be provided by sensor fusion through the use of
PIR and magnetic door sensors [2], or PIR and image sensors [18]. Moreover,
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a sensor fusion that uses simple binary sensors can also provide more informa-
tive occupancy information, such as the occupant’s activities, by employing PIR,
chair pressure sensors, and acoustic sensors [42].

A wide range of occupancy information is available to support real-time
occupancy-based control, ranging from simple binary information about the
presence or absence of a person in an observed area, to more significant
occupancy information [31], such as where they are (i.e., location), how many
people are present (i.e., counting the number of occupants), what they are
doing (i.e., activity), who they are (i.e., identity), and where they were before
(i.e., tracking). Typically, each IoT device can collect a certain level of occu-
pancy information. Additionally, an IoT device can also provide several pieces
of occupancy information at once. For instance, RFID is employed in [34] to
provide the estimation of the occupants’ activities in real time. Additionally,
occupants’ identities, the number of occupants, their location, and presence or
absence information can be provided. In recent years, it has also become possible
to have occupancy information through implicit occupancy sensing. For instance,
occupancy information from the existing IT infrastructure such as Wi-Fi [5, 14].

Real-time occupancy-based control can further be classified into two groups:
(1) individualized approaches, and (2) nonindividualized approaches [34]. Indi-
vidualized approaches reveal the occupants’ identities and are able to track indi-
vidual occupants, while nonindividualized approaches are only able to provide
nonpersonal occupancy information such as presence/absence and number of
occupants. Typically, nonindividualized approaches are nonintrusive, scalable,
and easy to deploy, but do not work well in virtual environments (i.e., require
physical environments).

Besides real-time occupancy-based control, two new research directions for
smart buildings; namely, real-time occupancy-based control with the occupant’s
individual preferences and control based on predicted occupant behavior, have
emerged in recent years [43]. In the first research direction, instead of provid-
ing uniform indoor climate or lighting at certain locations for all occupants and
operating according to fixed schedules and maximum occupancy assumptions,
control with the occupant’s individual preferences strives to create a microcli-
mate zone in a relatively small space around the occupant based on the occu-
pant’s personal comfort. For instance, in [12], an RFID is used as the occupant’s
identifier and, when the presence of this occupant is detected in a certain loca-
tion, the climate and lighting condition in that location are adjusted based on
his/her preferences. Interested readers can refer to [52] for a more comprehensive
review. The latter research direction is driven due to the fact that climate control
has a long response time, unlike lighting control. Hence, it needs to be set in
advance in order to meet the occupant’s comfort needs on time. The research in
this area is very challenging, since an accurate and powerful predictor is needed
to predict occupant behavior, which may involve identifying the occupant’s activ-
ities. For instance, a smart thermostat that uses occupancy sensors is introduced
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in [36] to automatically turn off the HVAC when the occupant is sleeping or
the home is unoccupied. A fusion sensor that consists of wireless motion and
door sensors are used to infer occupant activities (e.g., sleeping, left home unoc-
cupied, or active). The interested reader may refer to [43] for more detailed
information.

7.3 Privacy Threats in Smart Buildings
Smart buildings are basically designed to enhance user comfort, to provide bet-
ter access control, and security and to deliver efficient building management. As
part of numerous processes taking place within a smart building, the information
about the presence of the occupants and their behavior should be gathered and
processed in order to provide desirable services. However, the collected informa-
tion may pose some privacy issues. By using the information collected by several
sensors throughout the building or by using the information obtained from per-
sonal devices, the physical location of the user can easily be detected. Further-
more, the tracking of an individual’s activities can be performed by collecting
the physical location information of that individual over a period of time. This
would help unauthorized users and attackers to determine the behavior of users
and their usage patterns.

Compared to other IoT devices used in smart buildings, the smart meter has
some specific features and challenges. While all other IoT devices collect occu-
pancy information from the building, report, and use them for internal purposes,
a smart meter acts as the gateway of the building to the smart grid infrastructure
and reports the collected data to the utility company or a third party for external
use. Moreover, in contrast to traditional meter reading, which is mainly for billing
purposes, with data collection frequency once per billing cycle, the smart meter
can collect fine-grained power consumption data and report them to the utility
company or a third party at a much higher frequency (e.g., per day/hour/minute)
through a communications infrastructure. Such data can be used for various pur-
poses by the utility company, such as for real-time dynamic pricing, demand
forecasting, and power grid operations. Hence, fine-grained power usage data is
available at different locations: at the smart meter, in transit through the com-
munications network on its way to the utility company or the third party, and at
the utility company or the third party. This situation may have a higher risk of
privacy threats due to the various parties involved. For this reason, privacy issues
related to the smart meter have been gaining a lot of attention from academic
communities in recent years, as well as its vital role for the successful opera-
tion of the smart grid. When the real-time fine-grained power usage information
is aggregated over time, it can be used to infer the number of occupants, their
habits, and the rhythm of their movements. These issues are usually considered
in the scope of user behavior privacy.
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7.3.1 Privacy of user behavior
This type of privacy issue stems from the fact that occupants’ identity can be
learned and their activities can be collected, tracked, or deduced from the infor-
mation generated by IoT devices.

User behavior privacy becomes an issue, in particular, when a smart meter
is used in a residential building. The fine-grained energy consumption data
generated from the smart meter can be disaggregated into appliance-level infor-
mation. The goal of disaggregating power consumption is to provide informa-
tion on the breakdown of energy consumption and to profile high-energy-usage
appliances. The appliance-level information gives some benefits to many parties
[3]: The consumer can get direct feedback related to his/her electric consump-
tion and receive automated personalized recommendations, which in turn enables
his/her active participation in order to reduce or alter his/her electricity demand.
The utility company can obtain fine-grained data to improve economic modeling
and policy recommendations. Finally, R&D institutions and manufacturers can
use the fine-grained data to support redesign of energy-efficient appliances, to
support energy-efficient marketing, and to improve building simulation models.
However, disaggregation of data also creates privacy issues, since the process is
not intrusive.

Nonintrusive load monitoring (NILM) or nonintrusive appliance load
monitoring (NIALM) is a technique for analyzing and extracting appliance-level
information from power consumption in a nonintrusive fashion. There have been
various NILM approaches proposed ever since it was first introduced in [26].
Figure 7.5 shows an example of activities deduced using an NILM approach.
Interested readers may refer to [56] and [3] for more detailed information.

7.3.2 Location privacy
Location privacy is defined as “the ability to prevent unauthorized parties
from learning someone’s current or past location” [35]. Sources of location
information can either be various technologies used in smart buildings, such as
sensors, RFID readers, video cameras, Wi-Fi access points, PIR sensors, and so
on, or personal electronic devices used by the occupants themselves, such as
smartphones, notebooks, tablets, body sensors, or wearables. It may not be con-
sidered an issue for a relatively small environment, like inside of a house, where
a user is already known to be located and does not have a lot of internal space
to move around. However, in closed public environments, such as airports or
shopping centers, or in big office buildings, location privacy becomes a problem.

7.3.2.1 Privacy issues with wireless LANs

Due to the broadcast nature of the wireless LAN technology, it is much eas-
ier to obtain private information about the users. The following user data can
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Figure 7.5: An example of activities deduced from NILM approach. (From
A. Molina-Markham et al. Proceedings of the 2nd ACM Workshop on Embedded
Sensing Systems for Energy-Efficiency in Building, BuildSys ’10, ACM, New York,
2010.)

be disclosed to unauthorized parties during wireless communication: content of
the communication, who is sending or receiving data (user identity), when the
communication takes place (time) and where the communication takes place
(location). While the content can be protected using encryption at applica-
tion level, the rest of the information may be available to external entities, as
explained below:

1. User identity can be determined from the node information (i.e., MAC and
IP addresses).

2. Time information can be related to the time of the transmitted or received
packet.

3. Location can be inferred from: (i) the single access point (AP) that receives
the transmission, providing a rough estimation; (ii) the transmitted signal
strength information from multiple APs which receive the transmission,
providing more accurate location information, for instance, by the trian-
gulation method or by fingerprint-based localization [4, 57].

When all this information is combined together, the where, when, and who
of a wireless communication event can be used for tracking and inferring
user behavior.
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7.3.2.2 RFID privacy issues

The privacy issue comes from the fact that an RFID tag and reader do not have
to be in line of sight. An unauthorized RFID reader at a distance or beyond the
wall(s) may try to get access to the tag information and the tag owner may not be
aware that his/her tag is being read.

7.3.3 Visual privacy
Visual privacy refers to the private information in the form of image or video.
Today, streets of modern cities and almost all closed public places are equipped
with surveillance cameras in order to track suspicious activity and identify crim-
inals. We expect that, in the near future, the number of cameras will increase
even further with the introduction of smart cameras and vision-based intelligent
surveillance systems. Surveillance cameras may also be used as part of ambient-
assisted living systems in support of autonomy and well-being of older or dis-
abled people. In any case, videos or images of a person carry the richest privacy
information about a person and his/her environment. Not only the face of a per-
son, but also the clothes, posture, gait, time, and environment can reveal sensitive
information.

7.4 Privacy-Preserving Approaches in Smart Buildings
7.4.1 Wireless LAN privacy-preserving approaches
The evident solution to the privacy problem is to break the link between the user
identity and the time and location information. The best way to achieve this goal
is to anonymize the user or node information with frequent disposal of short-lived
identifiers or pseudonyms.

Factors affecting successful use of frequent disposable identifiers for location
privacy in wireless LAN are: (i) the type of environment, (ii) location resolution,
and (iii) prior knowledge of the system or user by the attacker. First, if it is an
open environment with a high fluctuation of users, such as an office building with
several employees or in public areas such as an airport or shopping center, it is
difficult to detect the changes in identifiers. However, if the user is located in
a closed environment, such as a company network where all authorized clients’
interface identifiers are registered, changes in identifiers are easier to detect. The
second factor to consider is the location resolution, which is the accuracy of
locating a user. A single access point (AP) connected to the user will provide
a rough estimate of the user location. On the other hand, multiple APs may be
installed in the area, providing more accurate location information detection (i.e.,
enabling cooperation between APs through the triangulation approach to deter-
mine the user location). The solution to this problem is to control the transmitted



148 � Security and Privacy in Internet of Things (IoTs)

signal strength from the device. This will reduce the number of APs which are
able to receive the transmission [28]. Finally, if the attacker has prior knowledge
about the environment (e.g., building layout, office assignment, working sched-
ule of the employees, etc.), he/she can use this information to better identify the
user [25].

The goals of applying anonymization are threefold. First, the identifier should
be unlinkable, that is, the new and old identifiers from the same client node
should be dissociated. Secondly, anonymization should cause minimum network
disruption. In order to achieve this goal, proper timing is needed. The address
switching may close network connections in real-time applications such as voice
over IP (VoIP) or long communication sessions like streaming media. Finally,
the solution should be readily applicable to the current IEEE 802.11 standard
[4]. The key challenges in anonymization are

1. Address selection. The addresses (any including fake ones to disguise the
real ones) must still be valid and follow the standard, which requires 48-bit
MAC addresses, consisting of 24 bits for the Organization Unique Iden-
tifier (OUI) and another 24 bits as assigned by the NIC vendor so that it
will not be rejected or ignored due to incompatibility reasons.

2. Address uniqueness. All nodes or users sharing a network source should
have a unique address. Thus, we need a detection and prevention mech-
anism for duplicate addresses. If it is a large network with many users,
address collision becomes a problem, especially if each user indepen-
dently generates its own fake MAC address. One solution to this problem
is to configure the AP to provide a pool of MAC addresses and to assign
a MAC address to the node or user that joins it. In this case, the user or
client needs to request a MAC address when joining the AP. The problem
here is that the request must be attributable, which means it must contain
the real MAC address of the user, in which case the user identity will again
be revealed. To solve this problem, Jiang et al. [28] proposed using a joint
address (i.e., group address) within the request for concealment purposes
and a 128-bit nonce (one-time code) to provide uniqueness.

3. Integration with port authentication. Other identifiers besides MAC
addresses (in protocols such as EAP-TLS, CHAP, RADIUS) should also
be taken into account so that eavesdroppers will not use them to track the
user.

An important issue to consider is how to unlink different MAC addresses
of the same user when frequent address changes are employed, that is, how to
reduce the correlation of two addresses of the same user and increase the entropy
in address selection.

One solution is to use a silent period after performing address changes
[27]. In this approach, the users intentionally do not transmit within a certain
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period of time after the address change has occurred. The goal is to obscure
the address change event by the presence of incoming users or clients. This
is, of course, practical when user density is high enough to mask the address
change event. Since forced silent periods without user intervention can dis-
rupt communications, the concept of an opportunistic silent period is introduced
[27], where address changes are performed during the idle time between users’
communications, thus minimizing the negative effect on established communi-
cations, and hence enhancing the quality of service.

Another solution is employing mix-zone areas [7, 21] which can be described
as the spatial version of the silent period approach so that clients are not allowed
to transmit in predefined areas. This involves middleware installed on mobile
devices to preset the physical location so that all users in this area are indis-
cernible. All clients may change their pseudonyms (e.g., MAC addresses) in the
mix-zone but they are not allowed to transmit there. A mix-zone for a group
of users is defined as a connected spatial region of maximum size where none
of these users register for an application. In contrast, an application zone is an
area where a user can register for an application callback. When a client that has
just changed its pseudonym moves out from the mix-zone and starts to trans-
mit again, an adversary or location-based service (LBS) application will not be
able to relate the new pseudonym, to a specific old pseudonym, since this new
detected pseudonym may come from any client that has just entered the mix-
zone. This approach works well when many clients enter or exit the mix-zone at
the same time. In order to increase anonymity, the application may be configured
not to transmit or not to send any location update if the mix-zone has fewer than
k users.

7.4.2 RFID privacy-preserving approaches
There are various proposed solutions to privacy problems caused by RFID
devices, including (1) hiding and blocking and (2) rewriting and encryption [32].
In hiding and blocking, the tag is silenced through jamming the radio channel
used for RFID communication and providing the reply only to readers with
proper credentials. In rewriting and encryption, the access to the tag is con-
trolled securely by using techniques such as anonymization through hash-based
approaches. Using a hash-lock scheme [54], unauthorized reader access to the
tag is prevented, since the tag is, by default, locked and only opened when the
correct key is introduced to it. To open the tag, the reader requests the metaID
(hashed ID) and tries to find the key and the ID in the back-end server. The back
end sends information (key, ID) to the reader and the reader sends the key to the
tag. Then, the tag hashes the key and compares it to the metaID. If there is a
match, the tag is unlocked.

While preserving privacy at a certain level and having a short search time
because the database is implemented by a hash table, tracking is still possible in
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the hash lock scheme since a fixed metaID is used (i.e., a single pseudonym). To
overcome this problem, a randomized hash-lock scheme is proposed. Here, the
tag output changes each time it is accessed, since each time a reader accesses
the tag, the tag replies with a random string plus the hash of the concatenated
tag ID, which means that the pseudonym will change in each access each time
the tag is accessed and will prevent unauthorized readers tracking the user. Tags
in this randomized scheme ensure full privacy. However, it is not scalable for a
large number of tags, since a huge number of hash operations must be performed
at the back-end database. Furthermore, this protocol does not guarantee forward
privacy, since the stored information in a compromised tag reveals much data
about the previous communications of that tag [11]. Figure 7.6 shows how these
two approaches work.

To overcome the forward security issue, a hash-chain scheme is proposed
[44], where the basic idea is to refresh the tag identifier each time the tag is
queried by a reader. The scheme can be achieved via a low-cost hash-chain mech-
anism. However, this scheme is also not scalable because of the exhaustive search
process that must be performed by the back-end server.
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7.4.3 Video surveillance privacy-preserving approaches
Since video surveillance and associated intelligent monitoring systems provide
the richest privacy information about subjects, the solutions for preserving visual
privacy should be defined accordingly, preferably starting at the design phase,
such as whether to choose a high- or low-resolution camera, whether or not to
use encryption, and so on.

An important issue is the definition of access control for different types of
users having access to video surveillance data. As depicted in Figure 7.7, a
layered approach is proposed by Senior et al. [50], providing capability to deter-
mine who can view what data under what circumstances. In this model, three
different types of users have access at three different levels: Ordinary users can
only access statistical information about the video; privileged users can access to
rerendered and limited information; and finally, law enforcement agencies may
have full access, including raw video and related individual identity informa-
tion. Such a system should comprise video analysis, encoding/decoding, stor-
age facilities, and basic security functions such as authentication, accounting,
and encryption.

Considering the temporal aspect, visual privacy preservation mechanisms can
be applied either in real time during the acquisition of the image or video, or after
its acquisition. A real-time example proposed by Zhang et al. [58] uses two cam-
eras, IR and RGB, to capture video simultaneously. The thermal IR camera is
used to discriminate the face region and other parts of the human body based
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on the fact that human skin radiates shorter wavelengths (∼10 µm). Thermal
imaging generates a mask pattern corresponding to the position of the face of the
subject. A spatial light modulator (SLM) (e.g., LCD) is inserted in front of the
CCD/CMOS image sensor of the RGB camera, which applies the thermal imag-
ing mask and prevents the face of the subject being recorded (see Figure 7.8).
Since this implementation only protects the subject’s face or open extremities,
valuable privacy information can still be obtained from the clothing of the sub-
ject or the environment if prior information is available.

To preserve privacy, applicable methods can be considered in five different
categories [45]: intervention, blind vision, secure processing, redaction, and data
hiding.

1. Intervention methods involve prevention of visual data being captured
from the environment by physically interfering with the camera devices,
for instance, by creating excessive illumination.

2. Blind vision implementation consists of image or video processing in an
anonymous way using cryptographic techniques, such as secure multiparty
computation (SMC), where a contributing party is using the algorithm of
the another party and does not know the details of it.

3. Secure processing methods involve video processing techniques other than
SMC to preserve privacy.

4. Redaction methods, with many subcategories, such as image filtering,
encryption, k-same family, object/people removal, and visual abstraction,
are the most common preservation methods, of which we will provide
some examples in the following paragraphs.
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5. Data hiding methods are based on hiding the original image data inside a
cover message which can be used for retrieval if needed in the future.

In image filtering, a Gaussian blur or Gaussian smoothing filter is applied to
modify each pixel in the image by using neighboring pixels. As an example, an
image is divided into 8×8 pixel blocks and the average color of the pixels in that
block is calculated. The result is then used as the new color for all the pixels in
that block.

Encryption of video and images uses either traditional encryption, like DES,
AES, and RSA, which is generally slow for real time, or lightweight encryp-
tion, which is faster but less secure. Encryption techniques help to scramble the
region of interest by pseudorandomly flipping bits. They can be used for the
compressed video/image (code-stream) domain, the spatial domain, and the fre-
quency domain [9, 15].

In face deidentification techniques, the goal is to alter the face region so that
face recognition systems will be unable to recognize it. One of most robust meth-
ods, the k-same family algorithm, which is an implementation of the k-anonymity
concept, computes the average of k images in a set and replaces the cluster with
the average image obtained (see Figure 7.9) [41]. On the other hand, object/peo-
ple removal is performed by removing a private object or people from the original
image. The issue here is how to refill the void area after removal, and the solu-
tion relies on using inpainting methods to restore the damaged portion. While
still image inpainting is easier, since it should take care of spatial consistencies
only, video inpainting has to deal with both spatial and temporal consistencies
[24]. Finally, the goal of visual abstraction/object replacement is to protect pri-
vacy while maintaining the object activity, including position, pose, and orien-
tation. For this purpose, image filtering and deidentification techniques can be
used [13].

7.5 Smart Meter Privacy-Preserving Approaches
Efforts to preserve privacy for smart meter are based on the following facts:
billing requires an association between the meter reading and the consumer
identity, but it does not really need fine-grained meter reading. Fine-grained
meter readings are necessary for grid operations, and exact consumer identity
is barely needed in these cases. When the consumer identity and the fine-grained
power consumption are exposed to unauthorized parties, some privacy threats
may arise.

Efforts to preserve privacy may be classified into three categories: (1)
approaches that attempt to disassociate consumer identity from meter-reading
data (i.e., working on user identity) through anonymization; (2) approaches
that endeavor to prevent NILM from obtaining appliance-level information (i.e.,
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working on meter-reading data) through the modification of the meter reading;
and (3) encryption-based approaches that employ encryption and data aggrega-
tion to provide privacy protection while the data is in transit within the smart
grid communications network. In addition, the third party may also be involved
in efforts to preserve privacy as the data gateway which can send individual or
aggregated meter readings (acting as the data aggregator also) or as an identity
generator which can create pseudonym identities for smart meters.

7.5.1 Anonymization approaches
The anonymity of the consumer can be achieved by replacing the consumer iden-
tity with pseudonym(s) (i.e., identity pseudonymization), employing a trusted
data gateway, or using a trusted third party (TTP) as the data collector.

7.5.1.1 Identity pseudonymization

Pseudonym(s) can be generated through TTP [16], without TTP involve-
ment, by employing the public key infrastructure (PKI) [19] or using group
anonymity [51].

In [16], TTP generates two distinct pseudonyms for every consumer, anony-
mous identity and attributable identity. An anonymous identity is used to send
the nonbilling meter reading to the utility company or third party that requires the
aggregated meter-reading data, while the attributable identity is used to send the
billing meter reading to the utility company. Figure 7.10 illustrates the use of
the pseudonyms. These pseudonyms are hard-coded within the smart meter and
only the TTP possesses the association information. The utility company only
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knows the attributable identity. To avoid an unauthorized party discovering the
association between the pseudonyms, the delivery of the pseudonyms is per-
formed separately over a long random time schedule.

In [19], instead of using TTP, the smart meter generates one RSA key pair of
a public and private key (SMPUB,SMPRV ) while the grid operator generates two
RSA key pairs of public and private keys. The grid operator uses the first public
and private key to create and check the blind signature (GSPUB,GSPRV ), while the
second key pair is used to encrypt and decrypt the meter reading (GEPUB,GEPRV ).
A blinded factor r is used to create a blinded pseudonym from the smart meter
public key. This blinded pseudonym is sent to the grid operator through a secure
channel. The grid operator signs the blinded pseudonym with its private key
GSPRV , and sends this signature to the smart meter. When the smart meter sends
its meter reading, the meter reading is encrypted with the grid operator public
key GEPUB and signed with smart meter private key SPRV . The smart meter then
sends a data tuple that consists of the encrypted meter reading, its signature, the
smart meter public key, and the smart meter public key signature to the utility
company. To avoid the association of the pseudonym and the network address of
the smart meter when sending the meter reading directly to the utility company,
a peer-to-peer (p2p) overlay network [38] is employed to hide the association.
In the p2p overlay network, each meter reading generated from a smart meter
will pass through several other smart meters before it reaches the utility com-
pany. In this way, the utility company will never know from which smart meter
the received meter reading originated. Another effort to create anonymity is by
using group anonymity [51]. In this approach, a group pseudonym is used by a
group of k smart meters (i.e., k-anonymity).

7.5.1.2 Anonymity through trusted neighborhood gateways

Anonymity from the utility company can also be provided by avoiding transmis-
sion of the fine-grained meter reading directly to the utility company. A trusted
neighborhood gateway [40] is used as the data collector. Every smart meter sends
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its attributable fine-grained power consumption to the gateway (e.g., it sends
[user identity, timestamp, usage]). The gateway then relays it to the utility com-
pany in the form of anonymous power consumption (i.e., without any originator
identity (e.g., [timestamp, usage]). All communications between smart meters,
the gateway, and the utility are assumed to be over a secure channel that pro-
vides authenticity, confidentiality, and integrity. Since the utility company only
receives anonymous power consumption, the smart meter performs the billing
calculation and sends it directly to the utility company. In order to verify the
correctness of the billing report, a zero-knowledge protocol [23] is employed.
In each billing cycle, the smart meter must perform the registration by cryp-
tographically designating N pseudorandom tags and a set of m keys. N is the
number of meter readings needed for billing, and m is the number of verifica-
tion rounds in each billing cycle. The utility company will carry out m series of
challenge-response mechanisms with the smart meter for interactive billing ver-
ification. In addition, the gateway can leak a small amount of attributable power
consumption to the utility company for sporadic random spot checks. The goal
is to prevent the smart meter from manipulating data. Figure 7.11 illustrates the
gateway operations.
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Relying on smart meters for billing calculations poses an issue of software
updates when there is a change in billing regulations. In such a case, millions
of smart meters may need to update their software, which may not be feasible.
To overcome this problem, another approach, in which a TTP replaces the gate-
way, is pursued [8]. In this approach, instead of sending anonymous individual
meter readings to the utility company, the TTP aggregates the meter readings
and sends the neighborhood-level power consumption to the utility company.
At the end of each billing cycle, the TTP aggregates the individual consump-
tion amounts from each smart meter and sends the attributable aggregated power
consumption amounts from each smart meter to the utility company for billing
processing.

7.5.2 Power consumption modif ication approaches
Power consumption modification approaches endeavor to hide the real energy
consumption of the consumer in attributable energy consumption reporting. In
these approaches, the identity of the consumer is not anonymous, but the con-
sumption data is modified. In this way, an adversary cannot really achieve correct
conclusions from the data, since an accurate appliance-level information cannot
be deduced. The modification can be done before the power consumption data
are collected by smart meter, or after they have been collected by smart meter and
are sent to the utility company. Typically, internal energy sources are needed in
order to modify the energy consumption data before they are collected by smart
meter. Modification before they are collected collection by smart meter is known
as load signature moderation and modification after smart meter collection is
known as power usage data masking.

7.5.2.1 Load signature moderation

There are two types of approaches in load signature moderation: (1) battery-
based load hiding (BLH) and (2) load-based load hiding (LLH). As the name
implies, a rechargeable battery is employed in the first approach. This battery
is used as an internal energy source to supply the power demand of the build-
ing. The battery is discharged and charged at strategic times to alter the exter-
nal load recorded by the smart meter. These charging and discharging events
are chosen in a such a way that the appliance load signature can be reshaped.
There are several ways to achieve this. The load signature can be hidden,
smoothed, changed, or obfuscated. Figure 7.12 shows three examples of load
shaping strategies, namely, hiding, smoothing, and obfuscation. The load sig-
nature is completely hidden from the smart meter when the battery fully sup-
plies the appliance’s power demand. The smart meter will only record a constant
power usage when the battery is slowly recharged, as depicted in Figure 7.12a.
A mix of battery and external power sources that supply the appliance power
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Figure 7.12: Examples of load shaping strategies. (From G. Kalogridis et al. Privacy
for smart meters: towards undetectable appliance load signatures. In Smart Grid
Communications (SmartGridComm), 2010 First IEEE International Conference on.)

demand can produce different load reshaping results, as depicted in Figures
7.12b and c, when different energy supplier compositions and recharging time
are used.

Several algorithms have been proposed for load signature moderation. The
best effort algorithm [29] is a deterministic algorithm that endeavors to keep the
external load constant whenever possible. When the energy demand is higher
than the previous reported load, the battery is discharged to provide a partial
power supply to the appliance, and when the energy demand is lower than the
previous reported load, the battery will be charged. This approach, however, is
limited by the battery’s capacity. There will be a change in the external load
when the battery is empty and the energy demand is higher. In this case, the
battery cannot be discharged and it may even need to be charged, which in turn
increases the external load. A similar situation happens when the energy demand
is lower and the battery is fully charged. In contrast to [29], the nonintrusive
load leveling (NILL) algorithm [39] strives to maintain an adaptable target load
profile by taking into account all battery states.

In contrast to BLH, which attempts to hide the load signature in such a
way that NILM cannot detect appliance-level information from the aggregated
power consumption, load-based load hiding uses a controllable energy-intensive
appliance that has a daily non-user-driven power demand, such as an electric
water boiler, to add some random noise to the power consumption data [17].
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By randomly turning on and off the electric water boiler with the constraint of
its given daily power consumption LLH obfuscates the power consumption col-
lected by the smart meter. The advantage of LLH is that it increases appliance-
level privacy, which makes NILM approaches unable to detect appliance-level
information.

7.5.2.2 Power usage data masking

In this approach, a mask value is added to the power consumption data before
it is sent to the utility company. In this way the, an adversary will not know the
real power consumption value. The mask value is generated in such a way that,
when all mask values are added together, the result is a certain known value, such
as zero. The utility company can obtain the real aggregated power consumption
data by adding all received obfuscated meter readings and subtracting this known
value.

There are several methods for the mask value generation, such as the secret
sharing method [30], using a random value from a known distribution with
known variance and expectation [8], or using a distributed Laplacian perturbation
algorithm [1]. The overhead and scalability of the approach should be carefully
considered, given that the generation of secret values is based on certain compu-
tations.

7.5.3 Encryption-based approaches
Encryption-based approaches endeavor to provide privacy protection through
end-to-end encryption while the meter reading is in transit within the smart grid
communications network. The main goal is to provide confidentiality for the
data. The smart meter encrypts the meter-reading data (including the consumer
identity) and sends this encrypted data to the utility company. The utility com-
pany can obtain the real power consumption and consumer identity by decrypting
the encrypted meter reading. Either symmetric- or asymmetric-key cryptography
may be used for encryption. Even though symmetric-key cryptography is faster,
storing the key in the smart meter increases the risk of the key being stolen; thus,
asymmetric-key cryptography is preferred.

Privacy-preserving data aggregation is another approach that has been pro-
posed for use with smart meters. The goal of data aggregation is to reduce the
total bandwidth used, given that a huge number of smart meters send their meter
reading to the utility company. In [6], hop-by-hop concatenation is used on the
encrypted meter reading. Two different symmetric key pairs are used. The first
key pair is used by the smart meter and the utility company to provide end-to-end
encryption for meter-reading data. The second key pair is used by the aggrega-
tor and its one-hop parent node for hop-by-hop authentication. In this approach,



160 � Security and Privacy in Internet of Things (IoTs)

the utility company will obtain individual meter readings. The bandwidth saving
from this approach is shown on the header count.

An encryption mechanism that has a homomorphic property can also be used
for privacy-preserving data aggregation. This property enables a set of opera-
tions to be carried out on the ciphertext without exposing the plaintext. Among
many homomorphic encryption mechanisms, Paillier [46] homomorphic encryp-
tion is widely proposed for data aggregation in smart grids such as in-network
secure data aggregation [33], fraud/leakage detection [22], and multidimensional
meter-reading aggregation [37]. Paillier is the preferred choice due to its addition
property, small message expansion factor, and strong security features [48].

7.6 Concluding Remarks and Future Research
In this chapter, we presented the privacy issues caused by various IoT devices
used in smart buildings; in particular, to support energy-efficient and environ-
mentally friendly building services for occupants’ comfort. We identified three
privacy issues that have to be solved to realize privacy-aware smart buildings:
user behavior privacy, which can be inferred from fine-grained meter read-
ings or by tracking mobile IoT devices, location privacy, and visual privacy.
We surveyed several privacy-preserving approaches for identified IoT devices
causing privacy concern, categorized the approaches, and provided an overview
of them. We also provided references to other useful resources for interested
readers.

We also discussed that the privacy issue with the smart meter arises from the
disaggregation of the power consumption to obtain appliance-level information
by using NILM approaches. This is not the only way to obtain this information.
As a matter of fact, a remote monitoring service has been offered for several
years for online monitoring of and possible online services for HVAC systems.
This remote service enables a third party to access the device and collect some
operational information from it for accurate fault detection and suitable proposed
corrective actions. Collecting data remotely may also reveal some occupancy
information, such as when the occupant is in the building or not. When this
remote monitoring service is widely be adopted for various smart appliances
in the near future, the similar issue will arise. The third party will have access
to usage reports of each smart appliance for diagnostics and repairs. Therefore,
privacy-aware remote monitoring services may become one of the future research
directions.

Another possible research direction is to involve interdisciplinary research
and incorporate the user perspective into privacy research. Most of the
approaches are based on fixed assumptions about the user’s privacy perspectives.
However, each user may have a different sensitivity to privacy, which needs to
be reflected in the various approaches. This requires ethnographic approaches
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by social scientists to understand the needs of the users. Once those needs are
identified, differential privacy can be offered via novel approaches.
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Abstract
As one of the promising branches of the Internet of Things (IoT), the Internet
of Vehicles (IoV) is envisioned to serve as an essential data sensing, exchang-
ing, and processing platform for future intelligent transportation systems (ITS).
In this chapter, we aim to address the location privacy issue in the IoV by lever-
aging the mobility social features of vehicles. In traditional pseudonym-based
solutions, the privacy-preserving strength is mainly dependent on the number
of vehicles meeting at the same occasion. We notice that an individual vehi-
cle actually has many chances to meet several other vehicles. In most meet-
ing occasions, there are only a few vehicles appearing concurrently. Motivated
by these observations, we propose a new privacy-preserving scheme, called
MixGroup, which is capable of efficiently exploiting the sparse meeting opportu-
nities for pseudonym changing. By integrating the group signature mechanism,



Social Features for Location Privacy Enhancement in Internet of Vehicles � 169

MixGroup constructs extended pseudonym-changing regions, in which vehicles
are allowed to successively exchange their pseudonyms. As a consequence, for
the tracking adversary, the uncertainty of the pseudonym mixture is cumulatively
enlarged, and therefore location privacy preservation is considerably improved.
We carry out simulations to verify the performance of MixGroup. Results indi-
cate that MixGroup significantly outperforms the existing schemes. In addi-
tion, MixGroup is able to achieve a favorable performance even in low traffic
conditions.

Keywords: Location privacy, Internet of Vehicles, vehicular social network,
pseudonym, group signature

8.1 Introduction
With the rapid development of wireless technologies, especially dedicated short-
range communications (DSRC) technology, the Internet of Vehicles (IoV) has
become a dispensable data transmission platform. Note that the IoV has signif-
icantly facilitated the realization of the intelligent transport system (ITS) [1–3].
In the IoV, there are vehicles of advanced sensing and communication capability
and smart roadside infrastructures of compact computation and storage capabil-
ity. With the assistance of vehicular onboard units (OBUs) and roadside units
(RSUs), communication in the IoV is resiliently extended to include vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) data exchanges [4, 5].
This scenario has been conventionally depicted as a vehicular ad hoc networks
(VANETs) [6]. Due to the high potential for a large variety of applications, the
VANETs have received considerable attention from both academic and industrial
fields.

Prospectively, VANETs are envisioned to integrate advanced computing
intelligence (e.g., cloud computing) and social networking perspective, to
efficiently support vehicle-, road-, and traffic-related data sensing, transmitting
and processing for ITS applications, and eventually evolving toward the new
paradigm of vehicular social networks (VSNs) [7].

Although VSN is expected to have a wide-range of applications in future ITS
services, there are considerable challenging technical issues. As a crucial data-
transmitting and processing platform for the ITS, VSNs should inherently protect
the security and privacy of cyber-physical systems for ITS users [8–10].

However, for the sake of safety, vehicles are required to periodically
broadcast their current position, speed, and acceleration in authenticated safety
messages to surrounding neighbors. These messages increase the awareness of
vehicles about their neighbors’ whereabouts and warn drivers of dangerous situ-
ations, which poses that pose potential threats to the location privacy of vehicles.
To address the problem, efficient schemes such as Mix-zone [11–13] and group
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signature [14] have been proposed for location privacy preservation. The central
idea behind these schemes is to create opportunities for vehicles to obscure the
eavesdropping of the adversary. However, Mix-zone is limited by the number of
vehicles appearing at the pseudonyms changing occasions. Mix-zone may not
perform very well in the places with few vehicles or low traffic. The group sig-
nature approach is restricted by the group size. A large-scale group has low effi-
ciency in managing the signatures while a small group is weak in preserving
privacy.

By observing the vehicular traces and exploiting the social features of mobil-
ity, we find that an individual vehicle actually has many chances to meet a
lot of other vehicles. However, in most meeting occasions, only a few vehi-
cles appear concurrently. This fact implies that, if the vehicle could cumula-
tively aggregate these meeting occasions, it has indeed sufficient opportunities
for pseudonym mixture. Otherwise, if the vehicle performs pseudonym changing
merely at places of crowded neighbors, a large number of opportunities will be
wasted. In this chapter, we are motivated to propose a new privacy-preserving
scheme that is capable of efficiently exploiting the potential opportunities for
pseudonym mixture. By creating a local group, we construct an extended region
with multiple road intersections, in which pseudonym exchanges are allowed to
successively take place. Consequently, for the tracking adversary, the uncertainty
of a pseudonym mixture is cumulatively enlarged, and hence location privacy
preservation is substantially improved.

8.1.1 Related work
For driving safety, vehicles have to broadcast periodical messages, which con-
sist of four-tuple information {Time,Location,Velocity,Content}. If the real
identities of vehicles are used in the safety messages, their location privacy will
be easily eavesdropped. For this reason, vehicles should use pseudonyms instead
of their real identities. Moreover, the vehicles should randomly change their
pseudonyms when driving, since the irrelevance of these pseudonyms can guar-
antee the location privacy of vehicles [12]. However, under consecutive adver-
sary tracking, the pseudonym schemes are still vulnerable if vehicles keep using
identical pseudonyms for a long time or change their pseudonyms at an improper
occasion.

As shown in Figure 8.1, three vehicles run on a straight road. If only one
vehicle changes its pseudonym from P3 to A1 during ∆t, an adversary can eas-
ily link A1 with P3 since P1 and P2 are unchanged. Even if all three vehicles
simultaneously change their pseudonyms, the location and velocity information
embedded in safety messages could still provide a clue for adversaries to link
the pseudonyms. Then, the pseudonyms may fail to protect location privacy. To
address this privacy protection problem, previous work has proposed three major
types of schemes: (1) Mix-zone, (2) group signature, and (3) silent period [15].
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Figure 8.2: The illustration of Mix-zone scheme.

The nature of all these schemes is to obscure the mapping relationship between
vehicles’ real identities and their factitious identities.

The concept of Mix-zone is firstly presented in the context of location privacy
in [16], and its variants are discussed in [11, 17, 18]. The vehicle uses different
pseudonyms to guarantee location privacy by the unlinkability of pseudonyms.
However, if a vehicle changes its pseudonym at an improper occasion, the
scheme will fail to protect location privacy. The adversary could still link a new
pseudonym with the old one by continuously overhearing the surrounding vehi-
cles and inferring the pseudonym changing. In [11], the authors divide the road
network into an observed zone and an unobserved zone. The unobserved zone
(the gray zone as shown in Figure 8.2) works as a Mix-zone region. In this region,
it is difficult for the adversaries to track vehicles because the vehicles change
and mix their pseudonyms in this zone. Therefore, the Mix-zone constructs an
appropriate time and location for vehicles to change their pseudonyms. Typi-
cally, at an intersection of multiple entries, the vehicles are allowed to change
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their pseudonyms and separately depart from different exits, which achieves the
unlinkability of pseudonyms.

More specifically, there are three entrances (i.e., A, B, C) and three exits (i.e.,
D, E, F) in Figure 8.2. A vehicle enters the Mix-zone coverage through A and
broadcasts its safety messages with the help of RSUs. The vehicle changes its
pseudonyms in the coverage, and then the vehicle departs from any one exit,
which ensures the unlinkability of pseudonyms. The road intersections or parking
lots can naturally be assigned as Mix-zones [19]. The limitation of the Mix-zone
scheme is the concurrent appearance of vehicles in the same intersection. On
roads with minimal traffic, the scheme may not perform well.

For the group signature scheme, a vehicle joins a group and signs for mes-
sages using the group identity, thereby protecting its location privacy. Using a
group signature scheme, the members of a group can sign a message with their
respective secret keys. The resulting signature can be verified by anyone who
knows the common public key, but the signature does not reveal any information
about the signer except that he or she is a member of the group. Essential to a
group signature scheme is a group leader, who is the trusted entity. The group
leader knows the true identity of vehicles, and has the right to track down any of
the group members if necessary. However, if the size of a group is too large [20],
it is challenging to manage all the group members efficiently.

For the silent period scheme, a target vehicle enters a region of interest,
where it initially broadcasts safety messages, then keeps silent and updates its
pseudonym from P1 to P2 for a random silent period during moving from loca-
tions L1 to L2 (Figure 8.3). The vehicle finally broadcasts safety messages using
P2 in L2. At the same time, if one of its neighboring vehicles happens to update its

Entering the
silent period region

Random silent period

Vehicle with pseudonym P1 broadcasts
saftey messages using updated P2

Exiting the
silent period region

L1 L2

L3

P3ÆP4

P1ÆP2

L4

P1P1

P3 P3
P4

P2

Figure 8.3: The illustration of silent period scheme.
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pseudonym (from P3 to P4) from proximity locations L3 to L4, then the adversary
will be misled to treat the neighboring vehicle as the target. The random silent
period scheme is efficient in resisting the adversary tracking. However, the max-
imum silent period is limited by the safety message broadcast period [21]. With
the maximum silent period constrained to the order of hundredths of millisec-
onds, it is still possible to track vehicles by inferring the temporal and spatial
relationship of the vehicles.

8.1.2 Contributions and organization of the paper
In this chapter, we aim to address the problem of location privacy preservation
in VSNs. The main contributions of our work are presented as follow.

� First, we provide observations on vehicle traces: although social spots
crowded with vehicles exist, each vehicle tends to meet others sporadi-
cally and mostly outside the social spots. Following the observations, we
propose a new scheme, MixGroup, to cumulatively exploit the meeting
opportunities for pseudonym changing and improve the location privacy
preservation.

� Second, by leveraging group signature, we construct an extended
pseudonym-changing region, namely, group-region, in which vehicles
are allowed to use the group identity instead of pseudonyms, meanwhile
cumulatively exchanging their pseudonyms with each other. The usage of
group identity efficiently covers the procedure of pseudonym exchange.

� Third, to facilitate the operation of pseudonym exchange among vehicles,
we devise an entropy-optimal negotiation procedure. In the procedure,
each vehicle will evaluate its benefit and risk in taking part in pseudonym
exchange. The benefit and risk during pseudonym exchange are quantita-
tively measured by the predefined pseudonym entropy.

The rest of this chapter is organized as follows. In Section 8.2, we introduce
the network model, the threat model, and the location privacy requirements. In
Section 8.3, the proposed location privacy-preserving scheme, called MixGroup,
is presented. Firstly, two observations from vehicle traces are described. Then,
we provide a brief overview of MixGroup. After that, the detailed operations and
protocols of MixGroup are elaborated. In Section 8.4, the performance analysis
and optimization are discussed. A performance evaluation is provided in Sec-
tion 8.5. Finally, we conclude our work in Section 8.6.

8.2 System Model
8.2.1 Network model
As shown in Figure 8.4, we consider a vehicular social network deployed in an
urban area. The VSN consists of a number of vehicles, roadside infrastructures,
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Figure 8.4: Architecture of a vehicle social network.

and an intelligent transportation system (ITS) data center. These components are
explained as follows.

� Vehicle. A large number of vehicles run on the roads in the urban
area of interest. Each vehicle is equipped with an OBU, which allows
the vehicles to communicate with each other or with the roadside
infrastructures for data exchange. Each vehicle will periodically broad-
cast its location information for the purposes of driving safety. To protect
its location privacy, each vehicle should identify itself by a predefined
pseudonym instead of its real identity when broadcasting location-related
safety messages.

Moreover, two hardware modules are needed for security in OBU,
that is, a tamperproof device (TPD) and an event data recorder (EDR).
The TPD possesses cryptographic processing capabilities and the EDR
provides storage for the TPD. The EDR records the critical data of a
vehicle during emergency events, such as its speed, location, time, etc.
The EDR is similar to the ”black box” in airplane. The EDR can be
extended to record safety message broadcasts during driving. As the
electronic devices are easily accessible by a driver and some mechan-
ics, the cryptographic keys of a vehicle should be protected in the TPD.
The TPD is a safe hardware to store all cryptographic material and per-
form cryptographic operations. The TDP stores a set of cryptographic
keys with the identity binding of a given vehicle. These keys in the
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TDP guarantee the accountability property. The TDP includes its own
clock and has a rechargeable battery that is periodically recharged by the
vehicle [22].

� Roadside Infrastructure. To collect ITS-related data (e.g., the condition
of the traffic, vehicles, and roads) from vehicles, roadside infrastructures
are deployed along the roads of the urban area of interest. A roadside
infrastructure has two main components: an RSU as a wireless com-
munication interface and a front-computing unit (FCU) for local data
processing. A roadside infrastructure can extend the communication of
VANETs by redistributing or sending the information to other roadside
infrastructures. The roadside infrastructure also provides Internet con-
nectivity to OBUs, and runs safety applications, for example, accident
warning or blacklist broadcasting [23]. For economic reasons roadside
infrastructures are placed sparsely along the road. As a consequence,
there is only intermittent coverage on the road for vehicles to access.
All roadside infrastructures are connected to the ITS data center by wired
backhauls.

� Data Center. All ITS-related data are aggregated to the data cen-
ter. The trusted registration authority, the location server, and the
pseudonym database are located in the data center. The registration
authority is a trusted third party operated by governmental organiza-
tions. It is responsible for the VSN, and manages the identity and cre-
dentials of all vehicles registered with it. The data center is respon-
sible for global decision-making, such as pseudonyms generation and
revocation.

Regarding their moving traces, the vehicles in a VSN exhibit inherent social
features, which may be exploited for designing the privacy protection scheme.
To describe the social features of the spatial distribution of vehicles, we propose
the concepts of social hot spot and individual hot spot in the following.

� Global Social Spot. From the perspective of a VSN, a global social spot is
the place where a number of vehicles meet at a certain time. For example,
a road intersection of a busy street in a Central Business District (CBD)
is a typical global social spot, where many vehicles wait at red lights. It
is noteworthy that global social spots are usually selected as Mix-zones
in many existing works e.g., [11, 18, 19, 24].

� Individual Social Spot. From the perspective of a specific vehicle, an indi-
vidual social spot refers to the place where the vehicle frequently visits.
For example, a road intersection near the vehicle owner’s workplace and a
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supermarket parking lot near the vehicle owner’s home are usually poten-
tial individual social spots. Actually, vehicles may share common individ-
ual social spots. For example, for people working in the same company,
their vehicles have the same parking lot as a common individual social
spot. In this sense, if a place is a common individual social spot of many
vehicles, it is indeed a global social spot. Note that, for a specific vehicle,
its individual social spots are candidate places for pseudonym changing,
if it happens to meet enough vehicles there.

8.2.2 Threat model
To broadcast safety-related messages periodically, the radio of the OBU can-
not be switched off when a vehicle is running on the road. As a result, an
eavesdropper may track a specific vehicle and monitor its location information
by leveraging these periodical safety messages [19, 25]. Location privacy pro-
tection is therefore necessary to deal with potential adversaries. In our threat
model, we consider both external and internal adversaries. More specifically,
two types of external adversaries, namely, a global passive adversary (GPA) and a
restricted passive adversary (RPA), and two types of internal adversaries, namely,
an internal betrayal adversary (IBA) and an internal tricking adversary are
considered.

� Global Passive Adversary (GPA). The GPA (e.g., “Big Brother” surveil-
lance [21]) can locate and track any vehicle in a region of interest by
eavesdropping its broadcasts.

� Restricted Passive Adversary (RPA). The RPA (e.g., a compromised ser-
vice provider) is limited in its location tracking capability in a region of
interest, since it can only exploit the deployed infrastructure RSUs for
eavesdropping and estimating the locations of vehicle broadcasts. Hence,
the region over which the RPA can track vehicles is dependent on the
vehicle transmission range and the distance between any two successive
deployed RSUs [26].

� Internal Betrayal Adversary (IBA). For the group signature based
scheme, an internal adversary is a compromised group member who
becomes an adversary after being a group member. The IBA will collude
with a GPA or RPA to track a target vehicle. After exchanging privacy-
related information (e.g., the pseudonyms) with the target vehicle, an IBA
will leak the information to the GPA and RPA, resulting in the reconstruc-
tion of the target vehicle’s trace if the target vehicle only exchanges once
in the MixGroup.

For example, a vehicle Vi has some pseudonyms, denoted as PIDi.
The vehicle exchanges its pseudonyms with an adversary (e.g., a com-
promised group member), who owns a set of pseudonyms PID j. Finally,
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Vi gets PID j, and the adversary obtains PIDi. The adversary leaks out the
pseudonym’s information to a GPA or RPA. Then, the adversaries can
restructure the historical trajectory of Vi by analyzing the eavesdropped
record of safety messages signed by PIDi. If Vi no longer exchanges PID j

with others after departing the MixGroup zone, Vi will use PID j to broad-
cast safety messages. By monitoring the safety messages signed by PID j,
the adversaries can infer the real trace of the target vehicle and continue
to track the target vehicle.

� Internal Tricking Adversary (ITA). Unlike the IBA, the ITA will tautolog-
ically use the pseudonyms, which had been exchanged with others more
than once. The victim obtains useless pseudonyms and may exchange
with others without knowing. The number of victims depends on the
number of vehicles that exchange information with the ITA.

There are other methods for an eavesdropper to track a target vehicle. For
example, a video-based approach using traffic-monitoring cameras is able to
visually identify the target, using color, size, or license plate number. Another
physical-layer approach may use specialized hardware to capture and process
electromagnetic signatures, such as signal strength, or commercial-off-the-shelf
hardware to passively track multiple vehicles. However, these approaches require
significant efforts like expensive cameras with sufficiently high resolution to
track even a single target vehicle. The adversary has to undertake the overwhelm-
ing cost of the entire system. In this chapter, we consider the adversary using the
aforementioned radio-based eavesdropping, which involves only a moderate sys-
tem expense.

8.2.3 Location privacy requirements
To preserve the location privacy of vehicles in vehicular social networks against
the four types of adversaries mentioned previously, the requirements should be
satisfied as follows [19].

� Identity privacy: Identity privacy is a prerequisite for the success of loca-
tion privacy. Each vehicle should use pseudonyms instead of a real iden-
tity to broadcast safety messages for the preservation of identity privacy.

� pseudonyms: Each vehicle should periodically change its pseudonyms to
weaken the relationship between the former and the latter locations of
a vehicle. The vehicles should choose appropriate times and locations
to periodically change the pseudonyms to avoid continuous adversary
tracking.

� Conditional tracking: Location privacy should be conditional in this
chapter. The pseudonyms of vehicles should be trackable to the trusted
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register authority (RA). The RA is capable of disclosing the real identity
as well as the location of any vehicle in the VSN. The adversaries should
be held accountable for illegal activity by the RA.

In the following section, a location privacy-preserving scheme, which
achieves the above requirements, is proposed and discussed for VSNs.

8.3 Proposed Location Privacy Preservation
Scheme: MixGroup

In this section, we present the design of MixGroup for preserving the location
privacy of vehicles in VSNs. Our discussion begins with the characteristics of
vehicular social networks and two interesting and intuitive observations from
real vehicle traces. The notations used in this paper are listed in Table 8.1.

Table 8.1 Standard definition of symbols used in this chapter

Notation Description

vi The ith vehicle in the VSN.
PIDi,k The kth pseudonym of vehicle i. Each vehicle has w

pseudonyms, {PIDi,k}
w
k=1 = {PIDi}.

G j The jth group of vehicles in the VSN.
GL j A group leader of the jth group in the VSN.
GID j The identity of jth group.
SKG j,i ,CertG j,i Group private key of group ID and corresponding

certificate for vehicle i.
{x} A set with element x.
Lvi

s The sth location of vehicle vi.
Cvi

k The kth exchange location of vehicle vi.
i → j Vehicle vi sends a message to v j.
x||y Element x concatenates to y.
RSUk The kth RSU in the VSN.
PKi,SKi,Certi Public and private key pair of vehicle vi and corresponding

certificate.
PK

′

i ,SK
′

i ,Cert
′

i Public and private key pair of vehicle vi’s temporary
identity and the corresponding certificate.

PKe.i,SKe,i,Certe,i Public and private key pair of vehicle vi for pseudonym
exchange and the corresponding certificate.

EPKx(m) Encryption of message m with public key of entry x.
ESKx(m) Encryption of message m with private key of entry x.
SignSKx(m) Digital signature on message m with private key of entry x.
dual-signaturei→ j Dual signature from vehicle vi and vehicle v j.
TimeRecord Time record of pseudonym exchanging event.
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8.3.1 Characteristics of vehicular social networks
In a densely populated region, many people spend one or more hours every day
driving between home, workplaces, and commercial districts. Since the mobili-
ties of vehicles are restricted by the road networks, the trajectories of vehicles
are predictable and regular. Day after day, the same people travel along the
same roadways almost at the same time. Therefore, there are opportunities to
form periodic virtual mobile communities. These virtual communities are called
vehicular social networks (VSNs) [27].

A VSN is one kind of VANET, which also include traditional V2V com-
munications and V2I communications. Compared with other VANETs, VSNs
take human factors into consideration. Vehicles are driven by humans in the road
networks, so that the mobility of vehicles directly reflects humans’ intentions.
Humans’ intentions are shown by some social characteristics. The social charac-
teristics of VSNs are as follows [7]:

� Shortest path-based movement: A vehicle randomly chooses a start point
and a destination on the road networks. The vehicle uses Dijkstra’s algo-
rithm to calculate the shortest path to the destination.

� Social hot spots based model: In a VSN, there are several spots that have
high social attractivity in a road network. The social attractivity is decided
by the number of vehicles that are currently stopping in the spot, for
example, a supermarket downtown.

� Spatiotemporal mobility model: The vehicles driven by people travel
to different spots at different times every day, but almost in a periodic
manner. For example, people go to the office in the morning, to the restau-
rant at noon, and home in the evening. Day after day, the mobility of
vehicles shows some spatiotemporal laws.

8.3.2 Two observations from real vehicle traces
Through trace-based experiment and analysis [28], we have the following two
observations:

8.3.2.1 Observation one

Only a few vehicles meet in global social spots, while most vehicles meet spo-
radically. The mobility of vehicles is spatially restricted by the shape and distri-
bution of the roads. Usually, vehicles gather in parking lots or road intersec-
tions when the traffic lights are red. In this paper, we choose 40 major road
intersections as social hot spots in San Francisco and observe the number of
vehicles that pass by the observed intersections from 8:00 a.m. to 12:10 p.m.
every 10 min. As shown in Figure 8.5a, during the 250 min of interest, about
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Figure 8.5: Statistics of vehicles in social spots: (a) observation one; (b) observation
two.

13% of observed vehicles collectively pass by the social hot spots as a crowd
every 10 min (an aggregation of more than 10 vehicles is considered a crowd).
Moreover, the vehicles in geographical proximity tend to meet frequently. The
other 87% vehicles navigate sparsely. Each of these vehicles meets other vehicles
sporadically in different road intersections, but not necessarily in the social hot
spots.
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8.3.2.2 Observation two

Most vehicles always visit their individual social spots, where they meet most
other vehicles that they may meet in one day. Most vehicles move with highly
regular patterns every day. Each vehicle usually passes by several fixed places,
marked as individual social spots. Furthermore, the time when they arrive at
each of these places is fairly similar every day. This is because people’s social
behavior patterns usually remain stable within a relatively long interval [29]. We
focus on the meetings of the vehicles and find that each vehicle tends to meet
64% of other vehicles that it may meet in one day in its individual social spots
(see Figure 8.5b), but only 13% of other vehicles in global social spots. The
above two observations jointly reveal the fact that vehicles have individual social
features as well as common social features. The individual social features have a
major impact on vehicles’ movement patterns.

The two observations on the vehicles’ mobility features could be traced back
to the Pareto principle (also known as the 80–20 rule). More specifically, roughly
80% of the vehicles meet others in 20% of the social spots (i.e., the hot spots).
Our observations match with the Pareto principle and go a step further to reveal
the fact that the hot spots can be divided into global hot spots and individual hot
spots. In roughly 80% (it is actually 77%) of the vehicles, 64% meet others in
the individual hot spots, while only 13% meet others in the global social spots.

In designing location privacy preservation schemes, it is important to exploit
both the common and individual social features of vehicles’ movement patterns.

8.3.3 MixGroup: Brief overview
As we have pointed out, the main concern in designing location privacy pro-
tection in VSNs is to increase the number of meeting vehicles and hence maxi-
mize the uncertainty of pseudonym mixture. In traditional schemes, pseudonym
changing happens only at global social spots. Consequently, a lot of mixture
opportunities are wasted, as we know from the aforementioned two observations.
In this chapter, we are motivated to propose a new location privacy preserv-
ing scheme, namely MixGroup, which aims to efficiently aggregate the poten-
tial opportunities for changing pseudonyms along vehicles’ moving paths. To be
more concrete, let us consider the scenario in Figure 8.6. There are global and
individual social spots along the path of vehicle vi. In the traditional scheme, vi

is allowed to change its pseudonyms in the global social spot S3 where there are
eight other vehicles at the intersection. Actually, there are still three, three and
four other vehicles at the intersections of the individual social spots S1, S2, and S4,
respectively. To efficiently leverage these potential opportunities, the proposed
scheme strategically combines the spots S1 to S4 to constitute an extended social
region R1. Vehicle vi is then allowed to accumulatively exchange pseudonyms
with vehicles that it meets in R1. For instance, it may exchange pseudonyms with
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Figure 8.6: Illustration of group-region.

vehicle vb in S1 and then with vc in S3 subsequently. Theoretically, since vi will
meet a total of 18 other vehicles, the opportunities for pseudonym mixture are
considerably enlarged from 8 to 18. As a consequence, the privacy preservation
is much increased.

To implement the proposed scheme, four key mechanisms are devised: (1) the
pseudonym mechanism, (2) the group signature, (3) temporary in-group identity,
and (4) the encryption and authentication mechanisms, as explained below.

� Pseudonym Mechanism. In MixGroup, the usage of pseudonyms is the
fundamental mechanism to protect the location privacy of vehicles. For
vehicle vi, it will be allocated with w pseudonyms. For example, PIDi,k

(k = 1, · · · ,w) represents the kth pseudonym of vi. The pseudonym is
used outside the group-region for safety message broadcasting. In a
group-region, vehicles will use group identities instead of pseudonyms.
Pseudonyms are changed among vehicles in a group-region.

� Group Signature. By leveraging the mechanism of group signature,
MixGroup constructs extended pseudonym-mixing regions (i.e., group-
regions), in which vehicles are allowed to accumulatively change their
pseudonyms. Each group has a group identity GID j and a group leader
GL j . When vehicle vi enters a group-region, the group leader GL j will
deliver the group identity GID j and the corresponding group private key
SKG j,i and certificate CertG j,i to the vehicle after authentication. Vehicle vi

will use GID j, SKG j,i , and CertG j,i for broadcasting safety messages and
subsequently changing pseudonyms.
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� Temporal In-Group Identity. During the procedure of pseudonym
exchange, each vehicle needs a dedicated identity to indicate itself and
exchange pseudonyms with others. To avoid associating the real iden-
tity with the identity of pseudonym exchange and adversary tracking,
neither the real identity nor the current pseudonym can be set as the
dedicated identity. For this reason, we define a new ID called tem-
porary in-group identity (TID) for each vehicle. When a vehicle vi

enters the group-region, the group leader will allocate a set of TIDs,
Pk′i,l , SK′

i,l (l = 1, . . . ,L), to it. After that, TIDs will be used for send-
ing requests and responses in the pseudonym exchanging procedures.
Usually, each TID is expected to be used only once for pseudonym
exchange. As a result, the adversary cannot establish the mapping rela-
tionship between a vehicle’s real identity and pseudonym exchanging
identity.

� Encryption and Authentication. To protect wireless communication secu-
rity and exclude illegal vehicles, MixGroup uses restrict encryption and
authentication mechanisms. For each vehicle vi, there are three sets of
public and private keys and certificates, respectively, for real identity,
TID, and pseudonym exchange. Specifically, {PKi, SKi, Certi} are used
in V2I communications through which the RA can authenticate the vehi-
cle’s real identity; {PK′

i , SK′
i , Cert′i} are used according to TID for

sending requests and responses before pseudonym exchange; and {PKe,i,
SKe,i, Certe,i} are used to authenticate the validity of the two sides during
pseudonym exchange.

In the system, vehicles broadcast exchanging requests to each other
without location relating to their requests. Two vehicles exchange
pseudonyms and relevant data by encryption with the exchanging key,
for example, Vi uses PKe,i,Cete,i as its exchange key. A dual-signature is
produced during the exchange process, which is used to authenticate the
validity of exchange data by two sides. An Event Record device is used to
record the event of exchange between two vehicles and ensure account-
ability. Vehicles have the right to use exchanged pseudonyms only after
authorization via the RA.

8.3.4 MixGroup: Detailed operations
MixGroup mainly consists of six operations: system initialization, key genera-
tion, group join, pseudonym exchange, group leaving, and revocation. Figure 8.7
shows a state diagram of vehicles in MixGroup to explain how vehicles transit
from one state to another.
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Figure 8.7: State diagram of vehicles.

8.3.4.1 System initialization and key generation

In MixGroup, we employ the efficient Boneh–Boyen short signature scheme in
[20, 30] for system initialization and key generation. In the scheme, vehicle vi

with identity IDi joins the system and gets its public/privacy key and certificate,
denoted as PKi, SKi, and Certi, respectively. The RA stores (IDi,PKi) in the
tracking list. The vehicle is provided with a set of w pseudonyms {PIDi,k}

w
k=1

by RA and accordingly public/private key pair (PKPIDi,k ,SKPIDi,k) and certificates
CertPKPIDi,k

for each pseudonym PIDi,k. The group public key of group G j and
group private key for vehicle vi are denoted as {GID j,SKG j,i,CertG j,i}, respec-
tively. In this chapter, TIDs are generated by the RSA algorithm. After that, TIDs
are delivered through RSUs (which are located at the boundary of the MixGroup
region) to the vehicles when they enter the MixGroup region. It is noteworthy
that TIDs are only used for sending requests and responses during the procedure
of pseudonym exchange.

8.3.4.2 Group join

Before entering a group-region and joining a group, each vehicle vi periodically
broadcasts safety messages with its own pseudonyms {PIDi} given by the RA.
Upon hearing the broadcast messages from the nearby RSU, say, RSUk, vi will
propose to the group leader GL j through RSUk, requesting membership of group
G j. The group leader, who is responsible for distributing and managing group
identity (GID) and the associated keys and certificates, is elected by the RSUs
of group G j. The group leader GL j verifies the legality of vi (identity parame-
ters of vi included in the request) with the help of the RA. Then, GL j provides
vi with parameters of group identity (GID) and the associated private key and
certificate and also the parameters of a temporary in-group identity (TID) used
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during pseudonym exchange with others. After that, vi becomes a group mem-
ber and will broadcast safety message using GID j instead of {PIDi} to prevent
the possible continuous tracking of pseudonyms from potential adversaries. In
order to ensure liability of the message originator and the safety of the mes-
sage receiver, each vehicle signs its safety message with a timestamp to ensure
message freshness and includes the group private key and certificate to enable
verification. The pseudocode of the group join protocol is presented here: Group
Join Protocol (GROUP JOIN)

1. vi: listen to the messages from neighboring RSUk, RSUk ∈ G j;
2. vi: verify the legitimate identity of RSUk, and change its pseudonyms from PIDi,k−1 to
PIDi,k,PIDi,k ∈

{PIDi};
3. vi → GL j :

request = RSUk||EGL j( join request||PIDi,k
||CetPIDi,k )||TimeStamp,

where join request = PKPIDi,k ||locationvi ||velocityvi

||accelerationvi ||TimeStamp;
4. if (verified PIDi,k) and (locationvi is within range of RSUk, RSUk ∈ G j)

GL j → i:
reply = EPKPIDi,k

(Group key||T ID key||CetGL j )

||TimeStamp,
where Group key = GID j ||SKG j,i ||CertG j,i ,

TID key = PK
′

i ||SK
′

i ||Cert
′

i ;
else

GL j : do not reply;
endif

5. if (received reply within Tmax)
vi: broadcast by GID j instead of PIDi,k,

broadcast = GID j ||navigation datai ||SignSKG j,i
(navigation datai)||CetG j,i ,

where navigation datai = locationG j ||velocityG j
||accelerationG j ||TimeStamp,

vi: go to GROUP OPERATION when meeting other vehicles;
else

vi: go to step 3;
endif

8.3.4.3 Pseudonym exchange

When vehicle vi navigates as a group member of G j , it will periodically
broadcast safety messages with the identity GID j. Once vehicle vi meets other
group members of G j, there is an opportunity to exchange their pseudonyms. At
this moment, the vehicle will broadcast a pseudonym exchange request. In tradi-
tional Mix-zone [11], vehicles change their pseudonyms at road intersections
under the assistance of RSUs. The operations of pseudonym changing in
MixGroup are different from that in Mix-zone. Two vehicles of a same group
are allowed to directly exchange their pseudonyms without the involvement
of RSUs. This means that pseudonym changing can be performed outside the
coverage area of RSUs. Furthermore, the newly exchanged pseudonyms would
not be used immediately but after the vehicles leave the group-region. Instead,
the group identity is still used for broadcasting safety messages. The usage of
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group identity is beneficial to “cover” the procedure of pseudonym exchange. By
leveraging the group signature mechanism, pseudonym changing in MixGroup
may take place anywhere as a vehicle meets with other vehicles.

The procedure of pseudonym exchange has several steps. First, if vehicle vi

finds out that there are other vehicles in the proximity (by hearing safety mes-
sages) and it attempts to exchange pseudonyms, vi will broadcast a pseudonym
exchanging request message associated with its public key of TID PK

′

i . After
receiving the request messages from other vehicles, vehicle vi will compute its
own exchange benefit and decide whether to exchange at this time or not. In this
paper, the exchange benefit is quantitatively evaluated by the pseudonym entropy.
The procedure of negotiation on the participation of pseudonym exchange will
be elaborated in Section 8.4. If vehicle vi decides to exchange with others, it will
randomly select a neighbor vehicle, say, v j (actually indicated by the TID), and
send a pseudonym exchange proposal to v j, which is encrypted with public key
of v j’s TID (i.e., PK

′

j ) in its broadcast request. With the agreement from v j, vi

will receive and verify the response of v j including exchanging public key PKe, j

and the associated certificate. The pseudocode for the operations of pseudonym
exchange is presented here, including three protocols: GROUP OPERATION,
EXCHANGE HANDSHAKE, and PSEUDONYM EXCHANGE.

Group Operation Protocol (GROUP OPERATION)
1. vi: receive and verify broadcast messages from neighbors;
2. v j: receive and verify broadcast messages from neighbors;
3. if (vi wants to exchange {PIDi} with neighbor v j)

vi: broadcast request = (exchange request||PK
′

i
||Cert

′

i ||CertG j,i ||TimeStamp)
and go to EXCHANGE HANDSHAKE protocol;

else

vi: go to step 1;
endif

Exchange Handshake Protocol (EXCHANGE HANDSHAKE)
1. vi: receive pseudonym exchanging request from neighbors;
2. vi: verify and evaluate the bene f it to decide whether to exchange right now;
3. vi: if (exchange)

3.1 vi: randomly choose a vehicle v j with PK
′

j ;

3.2 vi → v j:

proposal = PK
′

j ||EPK′

j
(exchange proposal

||Cert
′

i ||Sign
SK

′

i
(Cert

′

i )||TimeStamp);

3.3 v j → vi:
if (v j agrees to exchange)

response = PK
′

i ||EPK′

i
(reponse con f irm||M

||Sign
SK′

j
(M)||Cert

′

j ),

where M = PKe, j||Cete, j ||SignSK′

e, j
(PKe, j||Cete, j)

||TimeStamp;
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3.4 vi → v j:
reply=EPKe, j (PKe,i||Certe,i||SIG||TimeStamp),

where SIG=SignSKe,i (PKe,i||Certe,i||TimeStamp);
3.5 go to PSEUDONYM EXCHANGE protocol;
else

v j → vi:

response = PK
′

i ||EPK′

i
(disagree||Cert

′

j

||SignSK′

j
(Cert

′

j )||TimeStamp);

3.6 vi: go to step 3.1;
endif

else

3.7 vi: go to step 1;
endif

Pseudonym Exchange Protocol (PSEUDONYM EXCHANGE)
1. vi → v j:

Pseudonymsi→ j = EPKe, j (data 1|Sig 1||CetG j
||TimeStamp) ,

where data 1 = PIDi,k||CertPIDi,k ||SignSKPIDi,k
(PIDi,k||CertPIDi,k)

Sig 1 = SignSKe,i (data 1);
2. v j: verify and store data from vi;
3. v j → vi :

Pseudonyms j→i = EPKe,i(data 2||Sig 2||Sig 1
||Dual-signature j→i |||TimeStamp),

where data 2 = PID j,k||CertPID j,k ||SignSKPID j,k
(PID j,k||CertPID j,k ),

Sig 2 = SignSKe, j (data 2),
Dual-signature j→i = ESKe, j (Sig 1||TimeStamp);

4. vi: verify and store from v j;
vi → v j:
datai = EPKe, j [Dual-signaturei→ j ||Sig 2

||TimeRecord||TimeStamp],
where Dual-signaturei→ j = SignSKe,i (Sig 2

||TimeStamp);
5. v j: verify and store data from vi ;
6. vi: Record 1 = EPKRA (Certe,i||Certe, j

||{PIDi} ||{PID j}||Add data),
v j: Record 2 = EPKRA (Certe,i||Certe, j ||{PIDi}

||{PID j}||Add data),
where Add data = TimeRecord;

7. vi: send Record 1 to v j;
v j: send Record 2 to vi;
8. vi: compare received Record 2 with Record 1,

if (Record 2 and Record 1 are identical)
i → j:
R2 = EPKe, j (Record 2||SigRi→ j||TimeRecord),

where SigRi→ j = SignSKe,i (Record 2||Timestamp);
9. v j: verify and store data from vi;
10. v j: compare received Record 1 with Record 2,

if (Record 2 and Record 1 are identical)
v j → vi:
R1 = EPKe,i(Record 1||SigR j→i||TimeRecord),

where SigR j→i = SignSKe, j (Record 1||Timestamp);
11. vi: verify and store data from v j.
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8.3.4.4 RSU signing protocol

As mentioned above, a vehicle may meet and exchange its pseudonyms and the
associated certificates with other vehicles. However, before having permission
to use the exchanged pseudonyms, the vehicle should firstly activate the
pseudonyms by the RA through the RSUs. After pseudonym exchange with the
last vehicle, say, v j, vi will listen to the broadcast messages of RSUs nearby.
When connected to an RSU, say RSUm, vi will send a signing request to it
with Exchange data and Personal data that are encrypted by the public key
of the RA. The Exchange data includes exchanged pseudonyms and a dual-
signature signed by vi and v j to prevent forgery. The RA validates the Per-
sonal data to verify the legal identify of vi and distributes a new exchanging
key pair for the next exchange and renewed certificates of {PID j} to vi. The
RA will keep a record of these data, while vi will also verify and store them.
If the Exchange data is invalid, the RA will redistribute valid pseudonyms and
certificates in its backup list to vi. The pseudocode of the RUS SIGN protocol is
illustrated here:

RSU Sign Protocol (RSU SIGN)
1. vi: receive and verify broadcast from RSUm and decide to activate the new

pseudonyms (RSUm ∈ G j);
2. vi → RSUm (RA):
request sign = RSUm||EPKRA(Exchange data

||Personal data)||TimeStamp,
where Personal data = PKe,i||Certe,i,
Exchange data = (PID j ||Certe,i

||Dual − signature j→i||Sig j→i),
SigR j→i = SignSKe, j (Record 1||Timestamp);
3. RA: if (validate Personal data and vi)

go to REVOCATION
else

3.1 if (Exchange data valid)
send new exchanging keys and certificates,
RA → vi:

update = EPKi (new key||new certi f ication
||new pseudonyms||CertRA)||TimeStamp

where new key = Hash(PID j ||SKi
||Certi||TimeStamp)

new certi f ication = Hash(PID j ||Certi
||TimeStamp)

new pseudonyms = PID j
3.2 vi: validate and store renewed data;

else

3.3 RA: redistribute pseudonyms for vi
go to REVOCATION;
endif

3.4 go to GROUP LEAVE;
endif
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8.3.4.5 Group leaving

After moving out of the group-region, a vehicle will broadcast safety mes-
sages using the newly changed pseudonyms. The procedure of group leaving is
described in the following. When vi receives the message from the RSU located
at the region boundary, it will prepare for the group leaving by sending the newly
changed pseudonyms to the RA as the RSU signing protocol. As long as vehi-
cle vi passes by the boundary RSU and cannot receive the signal, it will replace
the group identity GID j with PID j,k for safety message broadcast. For the RSU
and RA, when GL j does not receive any safety messages from vi with certificate
CertG j,i for a maximum time Tmax, GL j believes that vi has left the group. As a
result, it will delete the entry vi from the group member list. When leaving the
group, vi will determine by itself whether it is necessary to find a new group (in
the next group-region) or remain using the pseudonyms for a while. The pseu-
docode of GROUP LEAVING is presented below.

Group Leave Protocol (GROUP LEAVE)
1. vi: compute distance from zone boundary of G j;
2. vi: if (before going out of G j at leave time, t)
3. vi: randomly choose t to use PID j instead of GID j

go to GROUP JOIN
4. GL j: if (no broadcast received from vi during Dmax )
GL j: delete entry vi from current group member list

endif

else

5. go to GROUP OPERATION
endif

8.3.4.6 Revocation protocol

In MixGroup, any violation of vehicles will be monitored and accused by neigh-
boring vehicles or RSUs. For example, if a compromised vehicle vk in the group
is detected by vi, vi will record the violation actions of vk and report to the group
leader GL j. There is vital evidence in the report. If vi stays in the group-region,
the report will include information such as the type of violation of vk, the group
certificates of vi and vk, and the messages signed by vi. If vi has left the group,
it will integrate the pseudonym PIDi,n, the public key PKPIDi,n and the certificate
CertPIDi,n into the report. After receiving the report, the group leader GL j will
check the validity of the report as well as the identity of vi and then forward
them to the RA. The RA will validate the report and repeal the true identity of
vk by the tracking list. If the violation is confirmed, the RA will add vk to its
blacklist and broadcast a new blacklist to all RSUs and vehicles in the VSN.
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The pseudocode of REVOCATION protocol is shown here:

Revocation Protocol (REVOCATION)
1. vi: if (being in G j);
2. vi → GL j: accuse vehicle vk to GL j;
report 1 = EGL j (VIO{type||Mess 1}||CertG j,i

||TimeStamp)
where
Mess1 = (GID j||message||SigG j (message)

||CertG j,k ||TimeStamp)
3. GL j → RA: validate report 1 and send report to RA
report = EPKRA (Mess||GL j||CertGL j ||TimeStamp)
where Mess = Mess 1||CertG j,i
4. RA: validate report, repeal vk and add vk into blacklist;
5. RA → GL j and all vehicles: broadcast newest blacklist;

else

6. vi → RA: accuse vehicle vk to RA
report = EPKRA [V IO{type||Mess}||PKPIDi,n

||CertPIDi,n ||TimeStamp]
where Mess = (PIDk||message||SigSKPIDk

(message)
||TimeStamp);

7. RA: validate report, repeal vk and add vk into blacklist;
8. RA → GL j and all vehicles: broadcast newest blacklist;

endif

8.3.4.7 Conditional tracking

When a vehicle is in a group G j, its periodical broadcasting message includes the
safety-related data and the group certificate CertG j,i . Although group members
of G j only can verify the validity of the safety message, the RA can link all
the messages with certificates to the true identities of vehicles by checking the
tracking list. When a vehicle is out of any group and uses its own pseudonyms
for communication, its safety message also includes the certificate, which can
be identified by RA. In other words, the true identity of each vehicle is totally
unconcealed for the trust RA, but conditionally private for the group leader and
unknown for the other common vehicles.

8.3.4.8 Discussions

In the proposed scheme, there are two separate procedures related to the
pseudonym changing: the pseudonym exchange procedure and the pseudonym
activation procedure. These two procedures are efficiently integrated to allow
distributed pseudonym changing. The pseudonym exchange procedure only
involves vehicles. Vehicles of the same group are allowed to exchange their
pseudonyms directly and out of the coverage area of RSUs. In addition, a vehi-
cle is allowed to accumulatively exchange its pseudonym with others without the
involvement of RSUs. During the pseudonym activation procedure, vehicles have
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to activate their pseudonyms through RSUs. After exchanging its pseudonym
with others, a vehicle will activate the new pseudonym whenever it meets the
RSUs. In this sense, it is unnecessary to have continuous RSU radio cover-
age. Eventually, when a vehicle encounters the RSUs at the boundary of the
MixGroup region, it will have a final check to ensure the pseudonym activation
procedure is carried out.

8.4 Security Analysis
In this section, we discuss the possible attacks and the corresponding defense
measures in MixGroup. In addition, we present the optimization of pseudonym
exchange to improve the pseudonym entropy against location privacy tracking.

8.4.1 Attack and defense analysis
In principle, the strength of location privacy preservation in pseudonym-based
schemes depends on the uncertainty (i.e., entropy) in mapping pseudonyms to
real vehicle identities from the perspective of an adversary. Accordingly, the cen-
tral idea of MixGroup is to combine the successively located individual hot spots
of the target vehicle into an extended pseudonym-changing region. Since the
area of the region is considerably enlarged, and vehicles are allowed to accu-
mulatively change their pseudonyms, the uncertainty of pseudonym mixture is
significantly improved, and, the privacy preservation is consequently enhanced.

MixGroup has favorable defense ability against many security and privacy
attacks. For example, due to the encryption and authentication mechanisms, the
adversary is computationally bounded and unable to launch brute-force crypt-
analytic attacks on the encrypted messages. Furthermore, since all messages are
authenticated, it is difficult for the adversary to emulate the legal vehicles. The
replay attacks would not be successful due to the usage of timestamps. Mean-
while, the adversary cannot simulate an RSU or forge the RSU messages and
therefore cannot create a fictitious MixGroup with valid keys it controls.

In the following, we will further discuss several essential attacks and the
defense measures of MixGroup.

8.4.1.1 GPA and RPA

For GPA and RPA, the adversary passively eavesdrops vehicles’ safety messages
and observes the times and the locations of the entering and exiting vehicles in
order to derive a probability distribution over the possible mappings. If there are
few vehicles in the pseudonym-changing place, the adversary will still have a
high probability of following the target vehicle. However, MixGroup is not lim-
ited to one pseudonym changing in one place. When a vehicle enters a group-
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zone, it meets many vehicles during navigation. By using a uniform group sig-
nature, the vehicle is allowed to exchange pseudonyms with any vehicle passing
by. In this case, for GPA and RPA, it is hard to track a target if it is “mixed” with
a sufficiently large number of vehicles. All these vehicles look identical under
the protection of group signature. As a consequence, the GPA and RPA will be
lost in tracking a target.

8.4.1.2 Incorrect data attack

The internal adversary can perform an attack on vehicle safety by misbehav-
ing and broadcasting incorrect data to attack neighboring vehicles. However,
in MixGroup, since each vehicle signs the safety messages (see Step 5 of
GROUP JOIN protocol), the adversary will be held liable for providing incor-
rect data. In order to detect such attacks, each vehicle must be able to detect
the incorrect safety messages. In [31], an efficient scheme is proposed to detect
incorrect data, by enabling each vehicle to maintain its own observations of the
neighborhood (such as estimated locations of neighboring vehicles) and check-
ing data received from neighbors for any inconsistencies.

8.4.1.3 Liability attack

The adversary may perform an attack on the vehicle liability. In order to evade
liability, the adversary can counterfeit a random pseudonym in the VSN. Actu-
ally, such an attack is prevented in MixGroup. It is mentioned that safety mes-
sages from each vehicle must contain valid certificates and, furthermore, be
signed by a legal group signature if inside the group or by an authenticated
pseudonym if outside the group. The vehicles can authenticate the validity of the
safety messages. The adversary can also attempt to impersonate the target vehicle
using one of its overheard pseudonyms and the associated certificate [21]. Such
impersonation attacks are avoided in our model by making each vehicle sign on
the safety message and include a valid certificate from the RA according to the
pseudonym in usage.

8.4.1.4 IBA and ITA

In this chapter, there are two kinds of special internal adversaries, namely inter-
nal betrayal adversary (IBA) and internal tricking adversary (ITA). For the IBA,
it exchanges its pseudonyms, which had been used, with the target vehicle. The
IBA finds out the pseudonyms that the target had used, and the target vehicle
may be tracked if it no longer exchanges the pseudonyms from the IBA when
it is out of side the group-regions. The IBA may share this information with
the GPA: which pseudonyms the target will use when it is outside the group-
regions and which pseudonyms the target used before entering the group-regions.
The GPA can link the locations of vehicle by eavesdropping safety messages
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signed by these pseudonyms. However, it can be easy to resist if the target vehi-
cle exchanges pseudonyms with one or more vehicles. The adversary cannot
precisely link the pseudonyms to the target. As we know, the more vehicles it
exchanges with, the lower the risk, but the higher the overhead. Additionally,
with the help of neighboring group members and the group leader, the compro-
mised group members would soon be accused. By then, the adversary would be
expelled from the system.

In internal tricking adversary (ITA), the adversary will tautologically use its
pseudonyms that have been exchanged with others and repeatedly perform the
PSEUDONYMS EXCHANGE protocol. The victim vehicles receive overused
pseudonyms and exchange with others. The number of victims depends on the
vehicles’ number of exchanges with the ITA. For this adversary, with the help
of dual-signature and signed record SigR, the RA can detect these adversaries
through SigR, which is unchanged by the adversary because of encryption with
the RA public key (as shown in the PSEUDONYMS EXCHANGE protocol
in Section 8.3.4.3). When the vehicles detect these adversaries, they report to
the RA. The adversaries are put on a blacklist and charged with responsibility
later.

8.4.2 Entropy-optimal pseudonym exchange
The meetings of vehicles are underlying opportunities for vehicles to enhance
their location privacy. However, there are potential threats from internal IBA
and ITA attacks, by which the pseudonym information of a legitimate vehi-
cle may be copied and leaked out. Therefore, it is not always beneficial for
a vehicle to exchange its pseudonyms with others. In this chapter, we define
pseudonym entropy to measure the strength of location privacy protection for
vehicles. Consider a road intersection where a collection of vehicles, denoted by
V = {v1,v2, . . . ,vK}, will exchange pseudonyms with each other. Let pi represent
the successful tracking probability of vehicle vi after pseudonym exchanges. The
pseudonym entropy for vi is presented by

Hvi =− log2 pi. (8.1)

The pseudonym entropy for the collection V is given by

HV =−
K
∑

i=1

pi log2 pi. (8.2)

Clearly, the successful tracking probability pi depends on the number of internal
adversaries (IBA or ITA) inside the collection V . Suppose there are a total of N
vehicles in the VSN of interest, and B of them are internal adversaries, denoted
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by collection VIA. The probability that vi happens to select v j, which is an internal
adversary for pseudonym exchange, is derived by

Pr{v j ∈VIA}=
B

∑

i=1

(B
i

)( N−1
N−1−i

)

(N−1
K−1

)

i
K −1

=
B

N −1
. (8.3)

By pseudonym exchange, the increase of vi’s pseudonym entropy is given by

∆h =

B
∑

i=1

(B
i

)( N−1
N−1−i

)

(N−1
K−1

) log2(K− i). (8.4)

After the kth pseudonym exchange, the pseudonym entropy of vi is repre-
sented by

Hvi(k) =
{

0,
Hvi(k−1)+∆h,

v j ∈VIA,

v j /∈VIA.
(8.5)

Following Equation 8.5, each vehicle will evaluate the benefit and the risk in
pseudonym exchange. For vehicles that already have high pseudonym entropy,
they tend to skip the pseudonym exchange; while for vehicles of low pseudonym
entropy, they expect to take the opportunity to enhance their location privacy.
More concretely, a vehicle is willing to exchange pseudonyms if the possible
increase of its pseudonym entropy is sufficiently large, that is,

∆h >

Pr{v j ∈VIA}Hvi(k−1)
1−Pr{v j ∈VIA}

. (8.6)

To facilitate the decision-making of pseudonym exchange among vehicles,
we elaborately devise the following negotiation procedure.

� Sending Pseudonym Exchange Request. Vehicles will broadcast pseudo-
nym exchange requests periodically and, meanwhile, listen to other vehi-
cles’ requests. Given a number of vehicles at a road intersection, the nego-
tiation takes several rounds.

� Evaluating Pseudonym Exchanging Benefit. In each round of negotia-
tion, the vehicle will first observe the number of candidate vehicles for
exchange and then evaluate the benefit using Equation 8.6. If the condi-
tion of (8.6) is satisfied, it will send out a pseudonym exchange confirma-
tion message; otherwise, it will broadcast a pseudonym exchange ending
message to indicate it will skip the opportunity.

� Observing Pseudonym Exchanging Candidates. A vehicle observes
the pseudonym exchanging candidates by listening to the pseudonym
exchange requests and confirmation/ending messages of its neighboring
vehicles. Initially, all vehicles are treated as candidates.
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� Selecting Pseudonym Exchanging Candidates. After receiving the con-
firmation messages of all candidates, each vehicle will randomly select
one of the candidates for exchange. If a vehicle is selected by multiple
vehicles, it has the right to choose one from them. Then, the two vehi-
cles send their exchanging public keys and associated certificates to each
other. During the procedure of pseudonym exchange, vehicles are paired
to exchange pseudonyms.

When there are an odd number of vehicles, the unpaired vehicle may
randomly select a paired vehicle for pseudonym exchange. In this case,
the selected vehicle will sequentially exchange pseudonyms twice. Alter-
natively, the unpaired vehicle may skip the current exchange procedure
until meeting other vehicles. As observed in Section 8.3.2, each vehi-
cle in the MixGroup region has enough chances to meet and exchange
pseudonyms with others. Even if a vehicle leaves a MixGroup region
without exchanging pseudonyms with others, the adversary cannot iden-
tify whether the vehicle has exchanged with others. Therefore, the vehicle
can also protect its privacy in this case.

8.5 Performance Evaluation
In this section, we study the performance of a proposed MixGroup scheme using
a self-developed network simulator based on NS-3 [32] and SUMO [33]. We use
synthetic vehicle traces and road maps to simulate different traffic conditions and
group-region coverage ratios. Specifically, we consider a city region of 20 km2.
We investigate different traffic conditions: 500 vehicles for low traffic load, 1000
vehicles for medium traffic load, and 1500 vehicles for high traffic load. RSUs
are placed at road intersections evenly with different density: 0.5/km2 for sparse
deployment, 1/km2 for medium deployment, and 2/km2 for dense deployment.
The radio coverage radius of RSUs and OBUs is set to be 500 m, which is a
typical range of the IEEE 802.11p WAVE protocol. It is noteworthy that, by
integrating group signature and pseudonym changing, the proposed scheme is
operated in a distributed way. This means that, even if the city road map has a
larger size, the proposed scheme still works efficiently when we deploy more
MixGroup regions. Table 8.2 shows the simulation parameters, most of which
are common settings in existing work [24].

8.5.1 Global pseudonym entropy of VSN
Figure 8.8 shows the global pseudonym entropy of the VSN. For comparison,
we set the launch time of the MixGroup at time 0, while the global pseudonym
entropy is reset to 0. We know from Figure 8.8a that the global pseudonym
entropy increases rapidly as vehicles start to exchange their pseudonyms within
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Table 8.2 Parameter setting in the simulation

Parameter Setting

Safety distance 10 m
Node density [10, 160] vehicles/street
Node speed [25, 70] km/h
Meeting frequency [10, 30] times/h
Region 10 × 10 uniform street grid, 0.5 km

street separation, 40 intersections,
two-lane one-way street or two-lane
two-way street, 3 m lane separation

the group-regions. More importantly, we find that the traffic conditions have a
significant impact on the increasing rate of the global pseudonym entropy. This
fact is easy to understand. The more vehicles on the roads, the more opportuni-
ties for pseudonym exchange. In the case of medium traffic conditions of a total
of 1000 vehicles, the global pseudonym entropy is 35% larger than that in low
traffic conditions of 500 vehicles. In the case of high traffic conditions of 1500
vehicles, the global pseudonym entropy is only 10% larger than that in medium
traffic. This is due to the increasing traffic load; the traffic congestion will slow
down the frequency of pseudonym exchanges among vehicles.

In Figure 8.8b, different tracking attack strengths are considered. In the sim-
ulation, we suppose that all adversary vehicles are of the four types of attacks:
GPA, RPA, ITA, and IBA. Regarding the high traffic conditions, the cases of
10, 30, and 50 adversary vehicles are investigated as weak, medium, and strong
attacks, respectively. We can see that the global pseudonym entropy under differ-
ent attack strengths initially have the same increasing rate, but finally converge to
different values. The global pseudonym entropy under weak attack is more than
twice that under strong attack.

The global pseudonym entropy under different group-region coverages is
reported in Figure 8.8c. The ratio of group-region coverage is set according to
RSU density. For example, 50%, 30%, and 15% coverage of group-region are
set to dense, medium, and sparse RSU deployment, respectively. We can observe
from the figure that, in a large group-region coverage, vehicles tend to meet each
other more frequently and, therefore, the resulting global pseudonym entropy is
clearly larger than that in a small group-region coverage.

8.5.2 Pseudonym entropy of target vehicle
The second simulation is carried out to evaluate the pseudonym entropy of a spe-
cific target vehicle. Both the expected and actual pseudonym entropy are inves-
tigated. We select a vehicle of active social activity and track the variation of
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Figure 8.8: Global pseudonym entropy of the entire VSN under (a) different traffic
conditions, (b) different attack strengths, and (c) different city region sizes.



198 � Security and Privacy in Internet of Things (IoTs)

its pseudonym entropy. The pseudonym entropy is reset to 0 at the beginning
of the simulation. After that, the vehicle enters group-regions for pseudonym
exchange. Figure 8.9a shows that the vehicle will meet more vehicles and its
pseudonym entropy is improved faster in heavy traffic conditions. There is a gap
between the actual pseudonym entropy and the expected pseudonym entropy.
The reason is that the presence of an adversary poses a potential risk to the
vehicle. Especially for the ITA and IBA, if the target vehicle happens to choose
an ITA or IBA for pseudonym exchange, its location privacy will be violated
as the pseudonym entropy is reset to 0. We also know from Figure 8.9b that
both the expected and actual pseudonym entropy of the target vehicle decrease
rapidly with the increase in attack strength. In addition, the denser the group-
region coverage, the larger the pseudonym entropy of the vehicle, as shown in
Figure 8.9c.

8.5.3 Comparison with existing schemes
We also compare our proposed MixGroup with two existing location privacy pro-
tection schemes: Mix-zone and PCSS. Mix-zone [11] is a well-known scheme for
preserving vehicle location privacy. PCSS [19], referring to pseudonym chang-
ing at social spots, is an efficient scheme that exploits the social feature of vehi-
cles and performs pseudonym changing at social spots (actually mentioned as
global social spots in this chapter). In the simulation, two types of RSU cover-
age density are considered, which accordingly have dense and sparse coverage
of Mix-zone/group-region.

In Figure 8.10, the global pseudonym entropies of the VSN in the three
schemes are compared. We observe that, in dense coverage, the global
pseudonym entropy in MixGroup is about 56% and five times higher than
that in PCSS and Mix-zone, respectively. While in sparse coverage, the global
pseudonym entropy in MixGroup is approximately 28% and four times higher
than that in PCSS and Mix-zone, respectively. In Figure 8.11, the actual
pseudonym entropy of a target vehicle is investigated. As the figure has shown,
in dense coverage, the actual pseudonym entropy in MixGroup is 47% and 96%
higher than that in PCSS and Mix-zone, respectively. In sparse coverage, the
actual pseudonym entropy in MixGroup is 29% and 3.8 times higher than that in
PCSS and Mix-zone, respectively.

From the above results, we know that MixGroup significantly outperforms
the other two schemes. The advantage of MixGroup over the other two schemes
remains remarkable in the case of sparse coverage. In low traffic situations, few
vehicles appear at road intersections concurrently. However, MixGroup has the
natural ability to accumulatively exploit the vehicle meeting opportunities. The
number of aggregated meeting vehicles stays at a moderate level, even in low
traffic conditions. As a consequence, MixGroup still has satisfying performance
in low traffic conditions.
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Figure 8.9: Expected and actual pseudonym entropy of a target vehicle under (a)
different traffic conditions, (b) different attack strengths, and (c) different group-
region coverage.
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Figure 8.10: Performance comparison of global pseudonym entropy of the VSN.
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Figure 8.11: Performance comparison of actual pseudonym entropy of a target
vehicle.

8.6 Conclusion
In this paper, we exploit the mobility social features of vehicular traces and
then propose a new location privacy protection scheme call MixGroup in the
IoV. MixGroup integrates the mechanism of group signature and constructs
an extended pseudonym-changing region. The pseudonym entropy of vehi-
cles is consecutively increased by accumulatively exchanging pseudonyms in
the MixGroup region. As a consequence, the location privacy is substantially
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enhanced. Moreover, we propose the entropy-optimal negotiation procedure to
facilitate local pseudonym exchange among vehicles. Simulation results indicate
that MixGroup works very well even under low traffic conditions. Meanwhile,
through comparison, MixGroup is shown to significantly outperform existing
schemes.
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Abstract. With the development and deployment of the Internet of Things (IoT),
some key personal applications attract more and more attention, for example,
wireless body sensor networks and participatory sensing. In those personal IoT
applications, privacy issues have been envisioned as being of paramount impor-
tance. Currently, although many schemes have been proposed for guaranteeing
personal privacy, the overall performance and robustness of the schemes may not
be thoroughly tackled. In this chapter, we explore current privacy problems in key
personal IoT applications such as wireless body sensor networks and participa-
tory sensing. We especially propose some feasible schemes that are lightweight
and robust.

Keywords: lightweight; robust; privacy; WBSN; participatory sensing
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9.1 Introduction
As IoT technologies develop, applications of the IoT start to attract more and
more attention, not only from industry but also from the world of personal
computing. With the development and popularity of smartphones, smartphone-
oriented IoT applications become realities for each person. For example, wear-
able devices such as smart watches and smart wristbands that are equipped with
multiple sensors can connect and upload sensing data to a smartphone. The
smartphone itself is equipped with sensors that can also generate sensing data,
and upload the data to a central server.

In this chapter, we concentrate on two typical key applications in the per-
sonal IoT—the mobile wireless body sensor network (WBSN) and participa-
tory sensing. Mobile WBSN comprises multiple sensor nodes that are implanted
(or attached) into (or on) a human body to monitor health or EEG physiolog-
ical indicators, such as electrocardiogram (ECG electroencephalography), glu-
cose, toxins, blood pressure, and so on [1–7]. Those data usually need to be
uploaded to a central database (e.g., a cloud computing server) instantly so
that doctors or nurses can remotely access them for real-time diagnosis and
emergency response. As most persons possess a smartphone and customized
applications can be installed on it, it is convenient and economical to use a
smartphone as a gateway between WBSN and cloud servers. Anytime, any-
where uploading of health data can thus be achieved simply by the use of smart-
phones. Figure 9.1 illustrates the typical and basic scenario in WBSN-Cloud IoT
applications.

As health data are highly critical for personal privacy and relevant regu-
lations such as HIPAA [8] must be conformed to, the uploaded data need to
be encrypted. The privacy of the communication link between smartphones
and cloud servers can be protected by underlying media access control (MAC)

Back-end cloud

Smartphone

ECG

EEG

Implants

Blood pressure

Toxins

Figure 9.1: Smartphone performances as a gateway in the WBSN-cloud paradigm.
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protocols. For example, IEEE 802.11 in WLAN, IEEE 802.15.4 [9] in WPAN,
or WCDMA in 3G, so adversaries who seek out the communication links are
defended against. However, as cloud servers are always assumed untrustworthy,
extra data encryption for defending against malicious cloud servers is required.
A straightforward method is to encrypt uploaded data with off-the-shelf meth-
ods such as block ciphers; for example, AES or KASUMI [10]. However, this
may not be suitable and applicable in smartphones, because smartphones usually
have energy constraints. Moreover, smartphones may be misused, lost, stolen, or
hacked by attackers; thus privacy protection itself should be robust. Therefore,
it is a critical challenge to design a lightweight and robust method to protect
privacy.

Together with mobile WBSN, participatory sensing also invokes a large num-
ber of new personal IoT applications such as environmental monitoring, trans-
portation management, and personal entertainment. For example, participants
report real-time surrounding traffic to help others avoid jams in transporta-
tion systems; volunteers report parking vacancies to help others shorten park-
ing search time. In participatory sensing, participants (usually those that have
volunteered to gather information) report their sensory data on their surround-
ings via their smartphones. Those reported data are uploaded into central
servers (e.g., cloud servers), and central servers share the data with users after
data processing.

To obtain sufficient uploaded sensory data and accumulate more shared data,
random volunteers may be encouraged to attend or enroll in participatory sensing
as data contributors. Thus, the data are very likely uploaded by random atten-
ders who may be potential attackers or malicious contributors. In this situation,
participatory sensing poses several key security problems: (1) The trustworthi-
ness of uploaded data should be evaluated. As participants are usually selected
from a random set of volunteers, the data contributed by them may be incorrect
due to mistakes, or due to malicious intent. (2) The privacy of data contributors
should be protected. The data uploaded from participants should not divulge their
personal private data, such as location information, user trajectory, and location
dynamics over time. (3) The robustness of the overall defense system to solve the
above security problems should be guaranteed. As participants could be random
volunteers who may be malicious or not, the security scheme should thus defend
against those internal attackers.

In this chapter, we explore privacy protection problems in two typical key
applications in the personal IoT—mobile WBSN and participatory sensing. Spe-
cific research problems are pointed out and expressed in formal terms. Some
lightweight and robust schemes are proposed and evaluated.

The rest of the chapter is organized as follows. Section 9.2 discusses
lightweight and robust schemes for privacy protection in WBSN. In Section 9.3,
we discuss a lightweight and robust scheme for privacy protection in participa-
tory sensing. Finally, Section 9.4 concludes the chapter.
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9.2 Lightweight and Robust Schemes for Protecting
Privacy in Mobile WBSN

9.2.1 Related work
A large number of research studies have been conducted on wireless sensor
networks but not on lightweight or energy-efficient network architecture in
the eHealth domain [13]. Several studies concentrated on key management in
WBSN [11]. Venkatasubramanian et al. [19] proposed a physiological signal-
based key management scheme in WBSN. Law et al. [10] evaluated lightweight
ciphers for wireless sensor networks. For other security problems such as security
architecture, privacy, and emergency response, identity-based cryptography for
WBSN was proposed [12, 14, 16–18]. Lin et al. [15] proposed a strong privacy-
preserving scheme called SAGE against global eavesdropping for eHealth sys-
tems, but it relies extensively on bilinear pairing that confronts difficulties to be
applied in energy constraint devices. The application of smartphones in eHealth
has started to attract more and more attention [20]. Kotz et al. [21] proposed
a privacy framework for ubiquitous eHealth. They pointed out several privacy
policies required for the building of a privacy framework.

9.2.2 Problem formulation
9.2.2.1 Network model

The following related entities exist in typical mobile WBSN scenarios:

(1) Mobile Gateway (denoted asMG). This is usually a mobile smartphone
with Internet connection. It uploads monitoring data that are collected
from WBSN to cloud servers. Although it can conveniently upload body-
sensing data instantly, it imposes energy constraints.

(2) Cloud servers (denoted as BC). This is a back-end storage server with a
very large capacity via virtualization of storage resources.

(3) WBSN. This consists of body sensors that may be implanted, attached, or
wearable. The sink node in WBSN periodically uploads data intoMG via
a secure channel.

(4) Accessor (denoted as MA). This could be the mobile devices held by
doctors, nurses, or guardians. They can usually access the data at BC in a
pervasive manner.

9.2.2.2 Trust model and security requirement

MG is assumed to be trustworthy. Indeed, it is a minimal trust assumption and
the defending scheme conducted atMG.
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The communication betweenMG and BC is untrustworthy. As the link pri-
vacy between them is already provided by protocols at the MAC layer or the
link layer, such as IEEE 802.11 or 3GPP, the adversaries on the link can thus be
ignored. Similarly, the link privacy between WBSN and MG can also be pro-
tected by a MAC layer protocol such as IEEE 802.15.4.
BC is untrustworthy. It has an interest in user privacy, but it performs prop-

erly according to certain protocols, such as the service-level agreement to store
uploaded data. Thus, the major concern in this chapter is the privacy protection
of data uploaded to the untrustworthy BC.

The security requirement is that the data transferred fromMG to BC should
not be recovered by adversaries at BC.

9.2.3 Proposed schemes
In this section, we investigate two schemes called OTM and OTP.

We list all major notations used in the remainder of the chapter in Table 9.1.

9.2.3.1 One-time mask (OTM) scheme

Intuitively, a straightforward method is to use an encryption algorithm, for exam-
ple AES. However, this method induces a remarkable computation overhead
invoked by the encryption algorithm, as energy consumption each time is large
and the number of encryptions is also large. The frequency (or interval) of sens-
ing data uploads is determined by medical requirements; thus, the only factor
remaining to trade off is to reduce the power consumption for of a single encryp-
tion operation.

The most lightweight operation in encryption algorithms is exclusive-or
(XOR), but naively using XOR encryption is not acceptable. Moreover, the
encrypted key cannot be used more than once. We thus propose a one-time XOR-
based encryption. Before describing the scheme, we firstly analyze the character-
istics ofMG and the properties of uploaded data that can be tackled. We observe
the following characteristics ofMG, to facilitate energy efficiency:

Table 9.1 Major notations

n Number of sensors in WBSN
Ni Sensor i, where i = 1, . . . ,n
Di Sensing data from sensor i
Mi Median value of data Di from sensor i
Oi Offset value (related to Mi) of data Di from sensor i
Ri The upper bound of offset |Oi| in terms of absolute value
Ki Mask value of data Di for Oi from sensor i
O′

i Masked offset value (related to Mi) of data Di from sensor i
f Frequency of upload fromMG to BC
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(1) OB1: MG has energy constraints. Its energy consumption comes from
three sources communication, computation, and storage. Of these, the largest
proportion is usually used by communication. Thus, the length of communication
messages should be as short as possible. Usually, after symmetric encryption, the
ciphertext has the same length as the plaintext. Thus, the message length is at
least as long as the original data. XOR-based encryption consumes less energy
than symmetric methods of encryption such as AES.

In addition, we observe the following properties in uploaded data:
(2) OB2: The total number of sensing nodes (denoted as n) for a single user

(namely, one MG) is usually not very many, for example, n < 16. The reason
is that the number of required monitoring signals is limited, for example, elec-
trocardiogram, electroencephalography, glucose, protein, toxins, and blood pres-
sure, to name a few. Thus, the number of pieces of source data in each upload
interval is usually not very high.

(3) OB3: The uploaded data always fall within a short range, because the sens-
ing data on the physiology of a person rarely varies with an extremely abnormal
deviation. That is, the range of data Di (i ∈ [1,n]) is [Mi−Ri,Mi +Ri], where Mi

is the median (normal or average) value of sensing results and Ri is the maximal
absolute offset, namely, Ri = max(|Di−Mi|).

Here we assume D1,D2, . . . ,Dn are positive integers. If Di is negative, it can
be made positive by attaching a sign mark; for example, si = 0,1 for a negative
and a positive sign, respectively. If Di is a noninteger it can be changed into an
integer by multiplying by 10pi, where pi is the distance of the decimal point from
the rightmost position. For example, Di = 34.4 can be denoted as 344,1,1, and
Di =−34.4 is 344,1,0.

(4) OB4: The data may repeat on most occasions, or at least the median value
may persist or recur most times. The reason is similar to that in OB3.

Due to the above observations, we propose a One-Time Mask scheme (OTM),
which is much securer than a naive XOR scheme (we will prove its security
later), and consumes much less energy in communications. It only relies on the
XOR operation for energy efficiency of encryption. The OTM scheme includes
functions as follows:

9.2.3.1.1 Basic settings

According to the aforementioned OB2, suppose there exist n sensors in WBSN,
denoted by Ni(i = 1, . . . ,n). The value of n usually is smaller than 16. Each sen-
sor uploads data to MG at each interval. Data from node Ni is denoted as Di.
According to OB3, Di is always in the range [Mi−Ri,Mi +Ri], where Mi is the
median (or expectation) value of the sensing data, and Ri is the maximal abso-
lute offset. That is, Oi ⇐ Di−Mi (i = 1, . . . ,n), where Oi is the offset value,
Ri = max(|Oi|). The interval for each upload time is I s. The number of upload
times is thus t = 60/I in 1 m.
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sn

0001 23 8 120

0019 20 6 122

sn

0001 3 2 22

0002 2 1 18

MVT

KVT

sn

0001 6 3 24

0019 5 4 23

RVT

M1 M2 Mn

R1 R2 Rn

K1 K2 Kn

Figure 9.2: MVT, RVT, KVT at MG. Only the first two tuples are illustrated.

9.2.3.1.2 Basic data structure

According to OB3,MG creates a median value table for all sensing data called
MVT . MVT = 〈sn,M1,M2, . . . ,Mn〉, where sn is a unique sequence number.
MG also creates a range value table for all sensing data called RV T . RV T =
〈sn,R1,R2, . . . ,Rn〉, where sn is a unique sequence number.

To facilitate the encryption,MG creates a mask value table for sensing data
called KVT . KVT = 〈sn,K1,K2, . . . ,Kn〉, where sn is a unique sequence number,
and Ki (i = 1, . . . ,n) is a mask value for sensing data Di. Note that a tuple may
only be appended to MVT and RV T upon adjustment of Mi and Ri, but a tuple
is appended to KVT for each piece of uploaded data. Figure 9.2 illustrates the
major data structures MVT,RV T , and KVT .

9.2.3.1.3 Data encryption and data upload

(3.1) Upon receipt of a piece of sensing data,MG generates a random number
in {0,1}LK=

∑n
i=1⌈log2 Ri⌉, denoted as {K1‖K2‖ . . .‖Kn}.

(3.2) Di is encrypted with Ki as follows: O′
i = |Oi|⊕Ki(i = 1, . . . ,n), where | · |

is an operator for returning corresponding absolute values.

(3.3) MG stores 〈sn,M1, . . . ,Mn〉 to MVT and stores 〈sn,K1, . . . ,Kn〉 to KVT .

(3.4) Encryption is computed as follows:

D′⇐{S(O1)‖O′
1‖S(O2)‖O′

2‖ . . .‖S(On)‖O′
n},

where S(Oi) = 1 if Oi > 0, or S(Oi) = 0 if Oi < 0.

(3.5) MG uploads the encryption result to BC.MG→BC : {D′}.
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9.2.3.1.4 MA access

(4.1) If AnMAwishes to access the uploaded data, it will be securely provided
segments of MVT , RVT , and KVT byMG that cover the data of interest.

(4.2) Mi,Ki(i = 1, ·,n) is retrieved from MVT and KVT via sn, respectively.

(4.3) D′ is decrypted via

{S(O1)‖O′
1⊕Ki‖S(O2)‖O′

2⊕Ki‖ . . .‖S(On)‖O′
n⊕Ki}.

(4.4) The data is recovered via Di⇐Mi +Oi (i = 1, . . . ,n).

9.2.3.1.5 Security and performance analysis for OTM

We present a formal analysis in the following propositions.

Definition 9.1 Computational data privacy (CDP). We say that scheme S protects
CDP if any polynomial time Turing machine (PTTM) at BC can reveal D from D′

with only a negligible probability negl(n) (n is a security parameter). That is,

CDPS = I(D;D′) = H(D)−H(D|D′)< negl(n),

where I(·; ·) is an mutual information; H(·) is an entropy function; negl(n) is a neg-
ligible function.

Proposition 9.1
If MV T, RVT, and KVT are securely possessed, the OTM scheme can guarantee the
privacy of any uploaded data. Stated formally, CDPOTM

< negl(
∑n

i=1 log2 Mi +LK).

Proof.

CDPOTM = I(D;D′) = H(D)−H(D|D′)

=

n
∑

i=1

(H(Di)−H(Di|D′
i))

=

n
∑

i=1

(H(Di)−H(Di|Mi +(Ki⊕O′
i)+S(Oi)))

< negl(

n
∑

i=1

(log2 Mi + log2 Ki))

< negl(

n
∑

i=1

log2 Mi +LK)

Indeed, D′ is a piece of unstructured data without knowledge of RV T , which
further decreases the probability of a correct guess.
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Definition 9.2 Energy efficiency of communication (EEC) in scheme S (denoted
as EECS): EECS = 1−Ratio1, where Ratio1 is measured by defined as the communi-
cation length in scheme S divided by the communication length in naive XOR-based
scheme.

Proposition 9.2

EECOTM = 1− n+
∑n

i=1⌈log2 Ri⌉∑n
i=1⌈log2(Mi+Ri)⌉

Proof. As the energy constraints are only present in MG, we thus concentrate
only on the energy consumption in the sending operation atMG. Suppose that
the energy consumption of communications is proportional to the length of the
message. Hence, message length is critical in analysis.

The length of the original sensing data is
∑n

i=1⌈log2 Di⌉) =
∑n

i=1⌈log2(Mi +
Ri)⌉. The length of the uploaded data in the OTM scheme is

n
∑

i=1

(1+ ⌈log2 Ri⌉) = n+
n

∑

i=1

⌈log2 Ri⌉,

where 1 is a bit for the sign mark. Thus,

EECOMS = 1−
n+

∑n
i=1⌈log2 Ri⌉

∑n
i=1⌈log2(Mi +Ri)⌉

.

We further analyze the approximate value of EECOTM. Suppose γ = Ri/Mi,
which is a value depicting the data division and for the convenience of the
approximation.

Proposition 9.3
If Ri = γMi and 0.05≤ γ ≤ 0.3, EECOTM ≈ 2/( 1

n

∑n
i=1 Mi)

Proof. By simple mathematical transformation,

EECOTM = 1−
n+

∑n
i=1⌈log2 Ri⌉

∑n
i=1⌈log2(Mi +Ri)⌉

≈ 1−
n+

∑n
i=1 log2 γMi

∑n
i=1 log2(1+ γ)Mi

= 1−
n+n log2 γ +

∑n
i=1 Mi

n log2(1+ γ)+
∑n

i=1 Mi

Let AVGM =
∑n

i=1 Mi/n. The above equation equals 1−
1+ log2 γ +AVGM

log2(1+ γ)+AVGM
=

log2
1+γ
2γ

log2(1+ γ)+AVGM
. It approximates to (log2(1/γ + 1)− 1)/AVGM. For exam-

ple suppose 0.05 ≤ γ ≤ 0.3, thus log2(1 + γ) is constantly increasing at
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[0.07,0.38] and log2
1+g
2g is constantly decreasing at [3.39,1.12]. Supposing that

AVGM >> 2, the final result is roughly 2/( 1
n

∑n
i=1 Mi), as desired.

Definition 9.3 Energy efficiency of computation (EEP) in scheme S (denoted as
EEPS): EEPS = 1−Ratio2, where Ratio2 is defined as the computation cost in secu-
rity scheme S divided by the communication length in a naive scheme.

Proposition 9.4

EEPOTM = 1−
n+

∑n
i=1⌈log2 Ri⌉

∑n
i=1⌈log2(Mi +Ri)⌉

.

Proof. As the OTM and the naive scheme both rely on the XOR operation, the
energy consumption of computation is related to the length of the plaintext. Sim-
ilarly to Proposition 2, energy consumption of the computations is proportional
to the length of the plaintext. It is, indeed, the same as the length of the message
being sent. The length of the original sensing data is

n
∑

i=1

⌈log2 Di⌉) =
n

∑

i=1

⌈log2(Mi +Ri)⌉

The length of uploaded data in the OTM scheme is
n

∑

i=1

(1+ ⌈log2 Ri⌉) = n+
n

∑

i=1

⌈log2 Ri⌉.

Thus, EEPOTM = 1− n+
∑n

i=1⌈log2 Ri⌉∑n
i=1⌈log2(Mi+Ri)⌉

Definition 9.4 Extra storage induced by scheme S (denoted as ESS). This is the
additional storage induced by scheme S compared to the naive scheme.

Proposition 9.5
ESOTM is trivial.

9.2.3.2 One-time permutation (OTP) scheme

In the OTM scheme, the energy consumption for communication and computa-
tion is much less than that of the naive XOR-based scheme (and, of course, also
much less than a straightforward scheme such as encryption by AES). To further
decrease energy consumption, we propose the use of permutation to replace XOR
encryption, called One-Time Permutation (OTP). This can significantly decrease
energy consumption due to the avoidance of XOR computation, but still maintain
security (which will be justified later and related to OB3).

The intuition of OTP is that the encryption secrecy relies on permutation
styles instead of keys. The permutation style determines the arrangement of Oi

in the uploaded data. The detailed design is as follows:
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(1) Basic settings: These are the same as OTM.

(2) Basic data structure: MVT and RV T are required, but KVT is replaced
by PVT . That is, to facilitate the permutation,MG stores a permutation
value table for sensing data, called PVT . PVT = 〈sn,P1,P2, . . . ,Pn〉, where
sn is a unique sequence number, and Pi,(i = 1, . . . ,n,Pi ∈ [1, . . . ,n]) is the
position of sensing data Di in n positions. Figure 9.3 illustrates major data
structures MVT,RV T,PV T .

(3) Data encryption and data upload:

(3.1) Upon receipt of sensing data,MG generates a random permutation
in n, denoted as {P1‖P2‖ . . .‖Pn},Pi ∈ [1,n], i ∈ Z, i ∈ [1,n],∀i, j ∈
[1,n],Pi 6= Pj.

(3.2) MG stores 〈sn,M1, . . . ,Mn〉 to MVT . MG stores 〈sn,P1, . . . ,Pn〉 to
PVT .

(3.3) Upload results are computed as follows:

D′⇐ {S(OP1)‖OP1‖S(OP2)‖OP2‖ . . .‖S(OPn)‖OPn},

where S(Oi) = 1 if Oi > 0, or S(Oi) = 0 if Oi < 0.

(3.4) MG uploads the encryption results to BC.MG→BC : {D′}.

(4) MA access:

(4.1) IfMA wishes to access the uploaded data, it will be securely pro-
vided segments of MVT , RV T , and PVT byMG that cover the data
of interest.

(4.2) Mi,Pi(i = 1, ·,n) is retrieved from MVT and PV T via sn,
respectively.

sn

0001 23 8 120

0019 20 6 122

MVT

sn

0001 6 3 24

0019 5 4 23

RVT

sn

0001 4 2 6

0002 2 5 9

PVT

M1 M2 Mn

R1 R2 Rn

P1 P2 Pn

Figure 9.3: MVT,RVT,PVT at MG. Only the first two tuples are illustrated.
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(4.3) D′ is rearranged to

{S(O1)‖O1‖S(O2)||O2‖ . . .‖S(On)‖On}.

(4.4) Data is recovered via Di⇐Mi +Oi (i = 1, . . . ,n).

9.2.3.2.1 Security and performance analysis for OTP

Proposition 9.6
If MV T , RVT , and PVT are securely possessed, the OTP scheme can guarantee
the privacy of uploaded data. Stated formally, CDPOTP

< negl(
∑n

i=1(log2 Mi) +

log2(n!)).

Proof. As MVT,PV T are securely possessed, adversaries have to correctly guess
Pi for Oi and Mi (i= 1, . . . ,n) to reveal a piece of uploaded data. As Mi is securely
possessed, the probability of correctly guessing Mi,(i = 1, . . . ,n) is negligible in
∑n

i=1 log2 Mi. Next, consider the possibility of a correct guess for Pi. The proba-
bility of recovering Di in one interval is 1/n. The probability of recovering all Dis
in one interval is 1/n!. Therefore, CDPOTP

< negl(
∑n

i=1(log2 Mi) + log2(n!)).
Similarly, D′ is a piece of unstructured data without knowledge of RV T , which
further decreases the probability a correct guess.

Proposition 9.7

EECOTP = 1−
n+

∑n
i=1⌈log2 Ri⌉

∑n
i=1⌈log2(Mi +Ri)⌉

.

Proof. This is the same as EECOTM.

Proposition 9.8
EEPOTP≪EEPOTM

.

Proof. As OTP avoids the XOR operation, the energy consumption of the com-
putation only occurs during the one-time permutation generation. It generates n
numbers in [1,n] for each upload tuple. The energy consumption of the com-
putation in OTM has two sources: One stems from XOR encryption, which is
proportional to the length of the plaintext. The other stems from one-time key
generation. Thus, the conclusion is justified.

Even only comparing the performance of random number generation, in
OTM n numbers in [1,Ri] are generated for each upload tuple. In OTP, n numbers
in [1,n] are generated for each upload tuple. Based on OB2 and OB3, we have
n < 16. Thus, n ∗ n is much likely less than

∑n
i Ri. This again justifies the

conclusion.
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Table 9.2 Performance comparisons between OTM and
OTP

Overhead OTM OTP

Communication EECOTM = 1− n+
∑n

i=1⌈log2 Ri⌉∑n
i=1⌈log2(Mi+Ri)⌉

= OTM

Computation EEPOTM = 1− n+
∑n

i=1⌈log2 Ri⌉∑n
i=1⌈log2(Mi+Ri)⌉

≪ OTM
Storage ESOTM is trivial < OTM

Proposition 9.9
ESOTP < ESOTM.

Proof. As storage costs for MVT and RV T are the same, thus our concentration
falls on the comparison between PVT in OTP and KVT in OTM. The length of
one tuple (row) in table PV T is Len(sn)+

∑n
i=1 log2 Pi. Based on the observation

OB2 (n < 16), Len(sn)+
∑n

i=1 log2 Pi < Len(sn)+n∗ log2 16 = Len(sn)+n∗4.
The length of one tuple in table KVT is Len(sn)+

∑n
i=1 log2 Ki = Len(sn) +

∑n
i=1 log2 Ri > Len(sn)+ n ∗ 4, as usually on average 1

n

∑n
i=1 log2 Ri is greater

than 4.
More specifically, as the total number of tuples in PVT is 60t/I, the total

volume of storage for PVT is less than ((60t)/I)∗(Len(sn)+16∗4),(letn= 16).
If t = 60∗24∗30∗12 = 518400, (namely, 1 year), and I = 5s, we have 60t/I <
7 ∗ 106

, which is the total number of tuples for 1 year. Hence, Len(sn) < 23.
Finally, the total volume of storage for PVT is less than 7∗106∗(23+64)/8bit <
0.08GB. In other words, the total volume of PVT for 1 year’s data is less then
0.08GB, which is trivial inMG.

9.2.3.3 Comparison and numerical results

Due to the above analysis, we list the comparisons between OTM and OTP in
Table 9.2 for better understanding of our design logic.

Next, we illustrate the performance of OTM in Figure 9.4. It depicts the
energy efficiency of communications of OTM. It justifies the approximation
in Proposition 3. As OTP costs much less than OTM in terms of communica-
tion, computation and storage, the graph also justifies the lightweight property
of OTP.

9.3 A Lightweight and Robust Scheme for Privacy
Protection in Participatory Sensing

9.3.1 Related work
The security in participatory sensing is attracting more and more attention
[22, 23, 26–28, 30]. Boutsis et al. [24] proposed a scheme for preserving privacy
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Figure 9.4: EECOTM as a function of AVGM and γ (see Proposition 3).

with a low overhead. Their scheme assumes that user data are generated and
stored locally on individual smartphone devices, instead of maintained in a cen-
tralized database. Groat et al. [29] proposed a privacy protection scheme for
multidimensional data that uses negative surveys. Kazemi et al. [32] proposed
a privacy-aware framework called PiRi, which enables participation by users
without compromising their privacy. Wang et al. [33] proposed an anonymous
sensory data collection approach designed particularly for mobile environments.
They think most previously proposed methods are not designed for mobile envi-
ronments and thus resource constraint has not been focused on in those solutions.
Huang et al. [31] proposed a reputation scheme that prevents the inadvertent
leakage of with data because of the inherent relationship private reputation. They
consider there exists a dilemma: privacy is often achieved by removing the links
between successive user contributions but, at the same time, such links are essen-
tial for establishing trust. Christin et al. [25] proposed a framework called Incog-
niSense to utilize periodic pseudonyms generated using a blind signature and,
which relies on reputation transfer between these pseudonyms. The current work
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on this topic cannot solve security goals such as data trustworthiness, reputation
evaluation, privacy protection, and robustness in one solution, and especially, in
a lightweight manner.

9.3.2 Problem formulation
9.3.2.1 Network model

There exist three major entities in participatory sensing: contributors, central
servers, and consumers. Contributors upload sensing data to central servers; cen-
tral servers manage the uploaded data, and prepare it for presentation to con-
sumers; consumers retrieve the data presented from central servers.

Contributors may be volunteers who are willing to install application soft-
wares in their smartphones for participatory sensing. Thus, contributors should
not be constrained by attending admission control processes in advance; for
example, registration. The real identities of contributors should be shielded for
the protection of personal privacy such as locations, location dynamics over time,
trajectory, and so on.

Central servers store the uploaded data from contributors. The data may
be cleaned, refined, reorganized, and finally provided to consumers as present-
ing data.

9.3.2.2 Attack model and design goals

We concentrate on adversaries targeting peers instead of channels, as channels
between contributors and central servers are protected by other inherent secu-
rity mechanisms (e.g., encryption and integrity protection) at link layers such as
IEEE802.11i, GPRS, or CDMA. As there exist three entities in the model and,
among them, consumers are not our concern; we focus on contributors and cen-
tral servers. The adversaries targeting contributors consist of two major types:
(1) Contributors who upload forged data to misinform central servers. Thus, this
kind of contributor should be detected and the forged data should be removed,
which is carried out at the central servers. (2) Contributors who may intention-
ally bypass or breach the proposed defense scheme. In other words, the proposed
scheme should defend against internal malicious contributors.

We assume the central servers may leak contributor privacy data such as loca-
tion, trajectory, behaviors, and habits. Thus, the actual identification of contribu-
tors should be hidden to central servers. The trajectory and other dynamics over
time should be concealed.

The design goals have three facets, as follows: confirming the trustworthiness
of uploaded data in the presence of possible malicious contributors; protecting
contributor privacy without admission control; maintaining the robustness of the
proposed defense system to impede those malicious contributors who intend to
subvert it. In next section, we propose a scheme called LibTip (lightweight and
robust for trustworthiness and privacy) for those design goals.
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9.3.3 Proposed scheme
9.3.3.1 Data trustworthiness

Definition 9.5 Uploaded data. These are the data sent from contributors to central
servers to report on surroundings.

Definition 9.6 Actual data on surroundings. These are the actual data correctly
reporting on surroundings.

Definition 9.7 Trusted contributors. These are contributors whose uploaded data
are accurate data on surroundings.

Definition 9.8 Bad-mouth contributors. These are contributors whose uploaded
data are inaccurate data on surroundings.

Definition 9.9 Bad-mouth attacks. Such attacks are launched by bad-mouth con-
tributors, whose uploaded data are inaccurate.

As the participatory sensing system may be “open”, anyone who installs the
application (e.g., APP) on a smartphone can upload data on to central servers.
The open system has no admission control, to promote more data uploads; it
cannot distinguish trusted contributors and bad-mouth contributors from any
prior information. Therefore, the task of distinguishing the data has to rely on
the observation of contributors at central servers after uploading by subsequent
information.

Definition 9.10 Central servers’ observations. These are a series of uploaded data
received by central servers and sent from contributors.

To distinguish between trusted contributors and bad-mouth contributors, a
reputation system has to be established at central servers. The central servers
evaluate contributors’ reputation according to their observations.

Definition 9.11 Contributor reputation. This is a value to evaluate the likelihood
of a contributor being a trusted contributor or a bad-mouth contributor. The value is
stored in a reputation system at central servers and calculated after central servers’
observations.

Definition 9.12 Reputation system. This is a series of calculating and managing
methods to establish and evaluate the contributor reputation of each contributor to
distinguish trusted and bad-mouth contributors.
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We can state a more general principle to clarify our motivations or the neces-
sary condition of the proposed scheme.

Proposition 9.10
An “open” system in which there exists no prior information (e.g., admission control
information) must rely on a reputation system to distinguish between trusted and
others.

Proof. Roughly speaking, as an open system has no prior information, trusted
contributors and others cannot be distinguished at admission stage. Distinguish-
ing them thus has to rely on the observations of their behaviors after admission.
To distinguish between trusted contributors and others, a distinguishing system
has to record and evaluate the observation, and make a judgment on the contri-
bution, which in the end forms a reputation system to make judgments.

To build a reputation system, “good behavior” and “bad behavior” should be
judged on each observation. The reputation system can thus evaluate the dynam-
ics of behaviors, usually metrics for reputation evaluation. Before “good behav-
ior” and “bad behavior” are defined, the criteria for judgment should be identified
first. The judgment may be based on intuition and inferring information.

Definition 9.13 Inferred actual surrounding data. These are an approximation of
actual surrounding data estimated by central servers, from the uploaded data by other
contributors at similar locations and timestamps.

Example Contributors named A, B, and C upload the data Da, Db, and Dc, at
similar locations (i.e., |Lb − La| < δ1, |Lc − La| < δ1, where La,Lb,Lc are the
locations of A, B, and C, respectively; δ1 is a threshold value for distance) and
similar timestamps (i.e., |Tb − Ta| < δ2, |Tc − Ta| < δ2, where Ta,Tb,Tc are the
upload timestamps of A, B, and C, respectively; δ2 is a threshold value for time).
The central servers will try to estimate contributor A’s actual surrounding data.
The inferred actual surrounding data is the function of Db and Dc. That is to
say, D⇐ Inf(Db,Dc), where D are inferred actual surrounding data; Inf is an
inference function, taking Db,Dc as input and outputting D.

Next, we propose detailed methods to deduce inferred actual surround-
ing data.

Suppose the uploaded data at similar locations (within δ1) and similar time-
stamps (within δ2) are < Di,Li,Ti,Ci >, where Di are uploaded data; Li is a loca-
tion id; Ti is a timestamp; Ci is a contributor id; i = 1, ...,n. D⇐ Inf(Di), where
D are inferred actual surrounding data, and Inf() is an inference function taking
as input Di and output D.

As policies are highly related to the types of uploaded data, we leave it as
an open context-aware component and propose five typical inference policies, as
follows:
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9.3.3.1.1 (Inf-policy-I) average

D = Avg(Di) =
∑n

i=1 Di, where Avg() is a standard function computing the
average value of input parameters Di. This policy may be used for all types of
uploaded data.

9.3.3.1.2 (Inf-policy-II) median

D =Med(Di), where Med(Di) is a standard function returning the median value
of input parameters Di. This policy may be used for all types of uploading
data.

9.3.3.1.3 (Inf-policy-III) distance average

(i) Suppose the inferred location of the inferred actual surrounding data is
L. The space Euclidean distance between Li and L is computed, denoting
them as SDi, i = 1, ...,n.

(ii) SDi is sorted from the largest to the smallest value; the two end values are
denoted as SDmax and SDmin, respectively. The corresponding uploaded
data at these two locations (distances) are denoted as Dmin and Dmax,
respectively.

(iii) The summation of total distance is computed as SDsum =
∑n

i=1 SDi.

(iv) The summation of total uploaded data is computed Dsum =
∑n

i=1 Di.

(v) The value of ( Dmax−Dmin
SDmax−SDmin

∗SDsum +Dsum)/n is computed.

This policy is suitable for uploaded data that degrade with distance, for example,
temperature or noise.

Proposition 9.11
Inf-Policy-III is sound.

Proof. Let k be the degradation rate over distance. Suppose x is the inferred value
at L. We have

x−Dmin = k ∗SDmax,x−Dmax = k ∗SDmin

Thus, k = (Dmax − Dmin)/(SDmax − SDmin). Also, SDsum =
∑n

i=1 SDi,Dsum =
∑n

i=1 Di. We have
nx−Dsum = k ∗SDsum.

That is, x = (k ∗SDsum+Dsum)/n. Further,

x = (
Dmax−Dmin

SDmax−SDmin
∗SDsum+Dsum)/n.
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9.3.3.1.4 (Inf-policy-IV) time average

Similarly, the procedures are as follows:

(i) Suppose the inferred time of inferred actual surrounding data is T . The
time spans between Ti and T are computed, and denoted as T Si, i= 1, ...,n.

(ii) T Si is sorted from the largest to the smallest vale; the, denoted two end
values are denoted as TSmax and TSmin, respectively. The corresponding
uploaded data at these two timestamps are denoted as Dmin and Dmax,
respectively.

(iii) The summation of the total distance is computed as TSsum =
∑n

i=1 TSi.

(iv) The summation of the total uploaded data is computed as Dsum =
∑n

i=1 Di.

(v) The value of ( Dmax−Dmin
T Smax−T Smin

∗TSsum +Dsum)/n is computed.

This policy is suitable for uploaded data that degrade with time, for example
volumes of traffic or crowds.

Proposition 9.12
Inf-Policy-IV is sound.

Proof. The proof is similar to Proposition 2.
(Inf-Policy-V) Reputation weighted average.

(i) Suppose Ri, i = 1, ...,n are the reputations of contributors who upload
Di, i = 1, ...,n. The summation of all reputation values is computed as
Rsum =

∑n
i=1 Ri.

(ii) The weighting of each value is computed as wi⇐ Ri/Rsum.

(iii) The value of D =
∑n

i=1 Di ∗wi is computed.

This policy may be used for all types of uploaded data. Also, R =
∑n

i=1 Ri ∗wi

may be computed, which is the reputation of inferred actual surrounding data.
(We will state how to create the reputation system later.)

Next, we define “good upload” and “bad upload” behaviors.

Definition 9.14 Good (bad) uploading. The reputation system within the cen-
tral servers judges whether the uploaded data is good if and only if the distinction
between the uploaded data and the inferred actual surrounding data is within a thresh-
old value. The reputation system calls this upload from a contributor a “good upload.”
Otherwise, the reputation system calls upload a “bad upload.”

We next propose a typical judgment policy for “good upload” and “bad
upload” as follows:
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Definition 9.15 Threshold judgment. Suppose the uploaded data is U , and the
inferred actual surrounding data is D. This upload is a “good uploading”, if and only
if |U −D|/D > T h, where T h is a threshold value in system parameters. Otherwise,
this upload is a “bad uploading”.

Definition 9.16 Data trustworthiness of uploaded data. This is a value to eval-
uate the bias between uploaded data (denoted as U) sent from contributors and
actual surrounding data (denoted as A). It is defined as |U −A|/A. Actual surround-
ing data is approximated by inferred actual surrounding data at the central servers,
namely, A⇐D.

9.3.3.2 Reputation evaluation

Suppose the current contributor reputation is R. To evaluate contributor reputa-
tion dynamics, we propose following the evaluation policies:

9.3.3.2.1 (Eva-policy-I) threshold bias linear adjustment

A threshold judgment is used. If the bad upload occurs, R⇐ R− 1. Otherwise,
R⇐ R+1.

9.3.3.2.2 (Eva-policy-II) exponential bias linear adjustment

Suppose the uploaded data is U , and the inferred actual surrounding data is D.
Compute Bia = |U−D|/D is computed. Suppose the threshold value is Th.

If Bia>T h and |Bia−Th|/Th∈ [Ai,Ai+1), let R⇐R− i, where Ai, i= 1, ...,n
are system parameters. Ai <Ai+1, i= 1, ...,n−1. For example, Ai = 0.1∗ai−1

,a=
2. If Bia < Th and |Bia−T h|/Th ∈ [Ai,Ai+1), let R⇐ R+ i.

9.3.3.2.3 (Eva-policy-III) exponential bias exponential adjustment

Suppose the uploaded data is U , and the inferred actual surrounding data is D.
The value of Bia = |U−D|/D is computed. Suppose the threshold value is Th.

If Bia > T h and |Bia− Th|/Th ∈ [Ai,Ai+1), R ⇐ R− ai−1
,a = 2 where

Ai, i = 1, ...,n are system parameters. Ai < Ai+1, i = 1, ...,n− 1. For example,
Ai = 0.1 ∗ ai−1

,a = 2. If Bia < Th and |Bia− T h|/Th ∈ [Ai,Ai+1), we have
R⇐ R+ai−1

,a = 2.

Definition 9.17 Presented Data (PD). These are the data presented to consumers
at the central servers.

Definition 9.18 Data trustworthiness of presented data. This is a value to eval-
uate the bias between the presenting data (denoted as P) for consumers and actual
surrounding data (denoted as A). It can be defined as |P−A|/A. Actual surrounding
data is estimated by inferred actual surrounding data at the central servers, namely,
A⇐ D.
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The reputation system is not only used to deduce inferred actual surrounding
data so as to compute the data trustworthiness of uploaded data, but is also used
to create presenting data and computing its data trustworthiness. It poses two
situations:

9.3.3.2.4 (Situation-I) inferred surrounding data are available

Suppose the uploaded data of the contributor is U , and the reputation of the con-
tributor is r. Suppose D is the inferred actual surrounding data computed from
contributors with similar locations and timestamps, and R is the reputation of D.

The presenting data are P⇐ FunP(U,D,r,R), where FunP() is a function
taking U,D,r,R as input and outputting presented data, denoted as P. The trust-
worthiness of this data is T ⇐ FunT(r,R), where FunT() is a function tak-
ing r,R as input and outputting the data trustworthiness of the presented data,
denoted as T .

Example FunP(U,D,r,R) = U ∗ r/(r + R) + D ∗ R(r + R). FunT(r,R) = r/
(r+R).

9.3.3.2.5 (Situation-II) inferred surrounding data are unavailable

The presenting used data have to be U , as inferred surrounding data are unavail-
able. The data trustworthiness provided to customers is calculated by r/Rmax,
where Rmax is the current maximal reputation value in the reputation system.
Or, the data trustworthiness is Λ, to denote that inferred surrounding data are
unavailable.

9.3.3.3 Contributor privacy protection

Definition 9.19 Contributor actual identification. This is the essential identification
of a contributor for uniquely distinguishing him/her, for example, student ID driver’s
license ID, social security number, and so on.

Definition 9.20 Contributor privacy (CNP). This is the probability that central
servers correctly identify the contributor actual identification after observing the
uploaded data of the contributor. In shorthand,

CNP = Pr{Id⇐CS|CS← d},

where Pr{A|B} denotes the probability that event A happens after event B happens;
A⇐ B means “A is derived by B”; A← B means “A receives B”; ID is contributor
actual identification; CS is central servers; d is uploaded data of contributors.

Definition 9.21 Contributor Perfect Privacy. This is guaranteed if and only if
CNP = 0.
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We propose to use contributor anonymous identity instead of contributor
actual identity in participatory sensing to protect contributor privacy.

Definition 9.22 Contributor Anonymous Identity. This is a unique identity to dis-
tinguish each contributor in the reputation system.

The procedures for contributor privacy protection consist of the following
steps:

(PP-Step1) Initial key preparation.
When a contributor sends uploaded data for the first time, its contributor rep-

utation is set as an initial value of r0. It belongs to an initial group with a group
identity of gid = gid0, and has an initial group authentication key of gak = gak0.
Both gid and gak have been deployed previously by application software on
smartphones.

(PP-Step2) Contributors generate their contributor anonymous identity.
The contributor anonymous identity is randomly generated with a fixed

length, when each contributor sends uploaded data to the central servers.
(PP-Step3) Contributors upload data to central servers.
The uploaded data from a contributor to the central servers has six tuples

< cai, l, t,d,h(gak‖cai),gid >

where cai is the contributor anonymous identity; l is the location identity of the
uploaded data; t is the time stamp of uploaded data; d is the data of the surround-
ings; h()̇ is a one-way and collision-free function.

(PP-Step4) Central servers verify the validity of contributors.
Central servers search gak by gid, and verify whether h(gak‖cai) is correct or

not. If it is correct, central servers deem that the contributor possesses the group
gid, and thus have the corresponding reputation value of that group.

(PP-Step5) Central servers update reputation.
The reputation system in the central servers stores the contributor reputation

of each contributor, and updates reputation values for contributors via the afore-
mentioned reputation evaluation policies. That is to say, each contributor has a
corresponding contributor reputation value that is computed and maintained by
the reputation system.

(PP-Step6) The central servers update gak and gid.
Reputation The reputation system maintains an update period. It is a period

determined by the central servers for updating to update all group authentica-
tion keys and group identities. For example, suppose the update period is 24
hours. The update time of the group authentication keys and group identities is
at 12:00PM each day.

Suppose at the end of the updating period, each contributor has a reputa-
tion value, denoted by r. All current contributors are grouped by their reputation
value. The group authentication key and group identity are both randomly
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generated by central servers. Central servers store < gid,gak,r >, and send new
gid and gak values to the corresponding contributors confidentially.

(PP-Step7) Contributors update gak and gid.
The contributors in the same group receive the same group authentication key

(gak) and group identity (gid). The contributor replaces the old values of gid and
gak with the new ones.

9.3.3.4 Robustness enhancement

First, we analyze the potential attacks on our proposed scheme for data trustwor-
thiness and contributor privacy protection. In the previous section, we pointed
that out the adversaries among contributor peers are known as bad-mouth con-
tributors; next we point out another possible malicious type of contributor in the
current context.

Definition 9.23 Traitor contributors. These are the contributors who leak the group
authentication key to other contributors, so that other contributors can obtain advan-
tages; for example, easily obtain a higher reputation value.

Definition 9.24 Key leakage attack. Traitor contributors leak the group authenti-
cation key to other contributors, so that other contributors can obtain a corresponding
reputation directly, avoiding to avoid any reputation evaluation procedure.

To further enhance the robustness of the scheme, we propose the following
two methods.

(ROB-M1) Counting group members.
At the end of each updating period, the central servers record the total number

of group members. In the next period, when a member with a different contrib-
utor anonymous identity joins the group, the central servers will decrease the
count. Once the count reaches zero, newcomers who ask to join the group are not
permitted to do so.

This method can limit the influence of the leaking of the group authentication
key and detect the key-leaking attack.

(ROB-M2) Traitor tracing.
It is appropriate that central servers can trace the traitor who exposes the

authentication group key to other contributors. The naive method is to change
the group authentication key. For example, this can be achieved by making the
group authentication key consist of two parts: one is the group authentication
key generated by the central servers; the other is the private key generated by
the contributors. The traitor can be traced through the distinct group authentica-
tion key.

The components of the scheme LibTip are listed in Table 9.3.
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Table 9.3 Components of LibTip

Data Inf-Policy I-V
Trustworthiness Average

Median
Distance average
Time average
Reputation weighted average

Reputation Eva-Policy I–III adjustment
Evaluation Threshold bias linear

Exponential bias linear
Exponential bias exponential
Situation-I–Situation-II

Privacy PP-Step1–PP-Step7
Protection
robustness ROB-M1–ROB-M2

9.3.3.5 Analysis

Proposition 9.13
The contributor anonymous identity is necessary for the solution.

Proof. Contributor anonymous identities have to be generated to conceal con-
tributor actual identities. In addition, contributor anonymous identities have to
be identical to those in the reputation system to enable reputation evaluation.
That is to say, the reputation computation is dedicated to a representative iden-
tity (i.e., the contributor anonymous identity) during an updating period. Thus,
the contributor anonymous identity is necessary for the design goals solution.

Proposition 9.14
The group authentication key is necessary for the solution.

Proof. The group authentication key has to be used to anonymously authenticate
contributors for their current reputation value; thus, the reputation value of a
particular contributor can be continually evaluated and updated in the reputation
system.

Proposition 9.15
The group identity is necessary for the solution.

Proof. The group identity has to be used to sort the group authentication key
at the central servers. As the group identity is randomly generated and periodi-
cally updated, adversaries at channels cannot trace certain groups or their group
members after link layer encryption.
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Proposition 9.16
LibTip is lightweight.

Proof. In the LibTip scheme, the extra inducing items in < cai, l, t,d,h(gak‖cai),
gid > are cai,gak,gid. As cai,gak,gid are both necessary, LibTip only induces
extra items that are necessary. Thus, LibTip is a lightweight solution.

Proposition 9.17
Contributor perfect privacy is guaranteed (namely, CNP = 0).

Proof. The central servers can only view contributor anonymous identities; thus,
contributor actual identities are unknown to them. In any case contributor anony-
mous identities are generated randomly. Thus, the linkage between contrib-
utor actual identities and contributor anonymous identities, and that between
individual contributor anonymous identities, are both broken. That is to say,
CNP = Pr{Id⇐CS|CS← d}= Pr{Id|cai}= 0.

Proposition 9.18
The risk of the exposure of a contributor’s trajectory within an updating period is
f (min(|G|),max(e)), where f (·, ·) is a function; |G| is the group size; e is the number
of uploads by this contributor within the group in this period.

Proof. Within one period, the contributor anonymous identities are is unchanged;
thus, the trajectory of one contributor can be traced. The risk of the exposure of
a contributor’s trajectory is related to two elements as follows: If the number
of uploading times is larger, the trajectory contains more information such as
locations and timestamps. If the number of group members is smaller, the risks
of trajectory exposure of a contributor’s anonymous identity is larger. Thus, the
risk is a function of min(|G|) and max(e). However, as the contributor actual
identity is unknown, the trajectory cannot be linked to any actual identity.

9.4 Conclusions
In this chapter, we reviewed the importance of lightweight and robust security in
the IoTs. We also proposed lightweight and robust security schemes in key IoT
applications such as WBSN and participatory sensing. Extensive analysis on per-
formance in terms of communication, computation, and storage verified that the
OTM and OTP schemes are lightweight for WBSN. We also proposed a further
lightweight scheme, LibTip to guarantee data trustworthiness, reputation evalu-
ation, contributor privacy protection, and robustness against internal attackers in
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participatory sensing. LibTip provides an integral solution package consisting of
a set of methods, policies, and procedures.

Some results in the chapter are published in [34, 35].
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10.1 Introduction
The aim of this chapter is to investigate frameworks that ensure trust as well
as communication security between nodes in an IoT deployment. The former
captures trust in the identity and in the credentials or privileges of a communica-
tion peer, therefore dealing with authentication and authorization, while the latter
provides some guarantee about the privacy and integrity of the data exchanged
between peers. Trust does not refer to the trust in the validity of the data itself; for
example, the question of whether a sensor or other data source provides correct
readings or not. This relates to the problem of sensor and device reputation, as,
for example, discussed by Ganeriwal et al. [1].

Trust and security are based on tokens or credentials, provided by a trust man-
agement infrastructure, which are embedded in and potentially shared between
devices (note that this chapter will use the terms peers, devices, and (end) entities
to describe IoT nodes). The integrity and robustness of these tokens (which can,
for example, be symmetric keys or digital certificates) are the cornerstone of trust
and security. They are useful in deflecting external attacks initiated by entities
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that are not in possession of credentials, but fail to deflect internal attacks, where
credentials or nodes that own credentials have been compromised.

10.1.1 Trust and security from a device perspective
IoT devices are vulnerable in many aspects, so providing and maintaining trust
and security (e.g., providing token integrity over time) is a difficult endeavor.
Once token integrity is compromised, for example, by recovering a secret net-
work key from a device and using it to fabricate malicious nodes, the entire net-
work is vulnerable to internal attacks.

On the physical level, device enclosures are often not tamperproof; devices
can be opened and their hardware can be accessed via probes and pin head-
ers. Device central processing units (CPUs) are low-cost components that often
have no sophisticated means to protect their code, data, and tokens from external
access, that is, via its Joint Test Action Group (JTAG). This allows an attacker to
clone entire devices or manipulate software and data; for example, to manipulate
a glucometer so that it will provide incorrect readings. If the device is deployed
in an unsupervised environment, it may be accessed and manipulated by a mali-
cious third party without notice.

Furthermore, IoT devices are often based on low-power hardware and may
only be able to process tokens with a low complexity. This can have an impli-
cation on the robustness of a token, as it can be reengineered or recovered via a
brute-force attack.

As a result of this, any trust management system for IoT deployments must
have the ability to dynamically withdraw trust of individual devices. Likewise,
individual devices must be dynamically able to validate the trustworthiness of
other nodes they engage with.

When trust and security credentials are distributed at the time of manufactur-
ing or deployment, a device is seen as initially trustworthy. This trustworthiness,
which might degrade over time, is based on many assumptions and prerequisites,
including

� The device’s hardware, as well as all stages of its manufacturing/
integration, is trustworthy and sound. For example, it must not have JTAG
pin headers that allow the extraction of program code and data.

� Likewise, the firmware and its development process (from specification to
test) is trustworthy and follows best practices. For example, devices must
not have undocumented software back doors that have been deliberately
left by developers.

� The generation, management, and deployment of tokens is trustwor-
thy and sound. For example, pseudorandom number generators must
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have sufficient entropy to avoid the generation of weak and predictable
keys.

A general problem in the context of trustworthy firmware is that many embed-
ded processors (even if they operate under a modern multitasking operating sys-
tem) do not provide process encapsulation via memory virtualization. As a result,
malicious code in a firmware image can access and manipulate credentials used
by other system processes to initiate an internal attack. Therefore, it is not suffi-
cient to determine the trustworthiness of firmware components individually, but
the firmware image as a whole must be validated.

Devices with a static (“factory-flashed”) firmware image can maintain a
higher degree of trustworthiness over time than devices that can be updated
dynamically in the field (i.e., via firmware download), if the upload mechanism
itself poses a potential back door for attacks. If such a mechanism allows the
upgrade of individual firmware components, the number of image variations can
increase exponentially, which makes the validation of all firmware images vari-
ations a very cumbersome task. Nonetheless, a secure device firmware updating
or patching mechanism, as, for example, found in embedded Linux systems, is
an integral component to maintain security, as otherwise a single vulnerability
can compromise a number of systems. A network-wide update mechanism will
preferably incorporate a smooth and effective patching process, which includes
robust integrity and authenticity checks, minimizes service outages, and allows
for a version rollback if needed.

10.1.2 Secure key storage
Secure storage facilities (also known as keystores) increase the robustness of trust
tokens used both within an IoT system and its trust management infrastructure
(like a certificate authority or a trust center). Passive keystores provide a means
to securely save and retrieve credentials; cryptographic operations are executed
outside these stores by the device’s CPU. Active keystores in contrast allow the
internal execution of cryptographic operations via an application program inter-
face (API), so the credentials are never exposed. The following sections will
describe various types of key stores.

10.1.2.1 Hardware stores

The high-end representatives of this category are hardware security modules
(HSM). HSMs have a place in trust management infrastructures with extensive
cryptographic requirements.

General-purpose HSMs provide a thoroughly secure, generally configurable
administration; a security level that can be somewhat adjusted to needs; and tools
that cover the whole life cycle of the HSM (such as secure key backup).
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Their main disadvantage is their lack of flexibility if uncommon token for-
mats or algorithms are used.

Cryptographic smart cards (embedded or otherwise) and cryptographic uni-
versal serial bus (USB) dongles are low-cost HSMs. They are particularly ade-
quate for resource-constrained nodes or low-cost trust management infrastruc-
tures. On the downside, smart cards and dongles may not have as high-security
certifications as HSMs; their default administrative options are generally limited
and their security-level settings are not as flexible.

10.1.2.2 Trusted platform modules

Trusted platform modules (TPMs) are dedicated processors that offer both an
interesting complement and an alternative to the options presented above. They
are meant to protect hardware (by authenticating devices, or possibly attesting
a certain hardware is present), booting processes, and so on, and can also be
used in a more general way to store and retrieve credentials after booting has
taken place. Their interfaces, however, are different from the ones found in the
above HSMs and, in the case of devices that comply with TPM 1.1b, are vendor
specific.

10.1.2.3 Software stores

The natural place for software stores is in devices with low security require-
ments or low-cost embedded systems that have no provisions to physically con-
nect hardware modules.

There is a plethora of both active and passive software stores that can be
used in IoT systems. PKCS#12 stores are based on the homonymous public
key cryptography standard (PKCS), initially defined by RSA Security (now
part of EMC Corporation) and later expanded and corrected by several request-
for-comments documents (RFCs), such as RFC 7292 [2]. The standard defines
a data structure syntax that can contain cryptographic objects (keys, certificates,
etc.) and, optionally, arbitrary data, encrypted and signed. In principle, PKCS#12
defines two types of integrity/privacy modes, the asymmetric cryptography and
the password-based modes.

Privacy-enhanced electronic mail (PEM) stores are files that contain Base
64 versions of ASN.1 formatted certificates and (encrypted) keys, enclosed by
human-readable headers for convenience.

Java stores are part of a much larger programming framework, the Java
cryptography architecture/Java cryptography extension (JCA/JCE). This frame-
work defines a provider-based, pluggable architecture that includes, among many
other things, keystore implementations. One such implementation is provided
by the Sun provider and included in all distributions since the early versions of
Java. It implements keystores as proprietary password-protected Java KeyStore
(JKS) files.
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Figure 10.1: Principal attack vectors in IoT device communication.

10.1.3 Trust and security from a network perspective
During the operation of a network, devices set up static or dynamic (e.g., short-
lived) communication links with other peers. These links can be either point-to-
point or incorporate a group of nodes. From a device’s perspective, the challenge
is to validate the authenticity and authority of the other peer(s) and to set up a
secure communication link to avoid attack scenarios, as shown in Figure 10.1.
For this purpose, trust tokens are exchanged and validated, or new session tokens
are created (i.e., session keys derived from a master key).

Overall the following requirements must be fulfilled:

� Data: confidentiality

� Data: integrity

� Peer: authenticity

� Peer: Proof of authorization
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� Communication: service and system availability

� Communication: nonrepudiation

The assurance of data integrity, optionally in combination with data confidential-
ity via encryption, provides trustworthiness in the data a node sends or receives.
For example, in a body area network, a wireless glucometer sends glucose read-
ings to an integrated insulin pump. This information must be protected from
accidental or deliberate tampering, while patient privacy considerations require
the data to be encrypted. Data integrity and confidentiality provide a foundation
(complementary to additional protocol-specific features like sequence numbers
or timestamps) to deal with the principal attack vectors of interception, interrup-
tion, and modification.

Data confidentiality is usually provided via symmetric encryption (with the
Advanced Encryption Standard [AES] algorithm as a de facto industry standard)
often implemented directly in hardware, while data integrity is provided via mes-
sage authentication codes or cryptographic hashes that are attached to the data
payload.

Peer authenticity relates to the problem of how a peer can validate another
peer’s identity before a communication link is established; that is, an insulin
pump must be able to validate that it actually connects to a trusted glu-
cometer (and subsequently receives data from it) and not from a malicious
device.

Peer authenticity can go hand in hand with system availability. For example,
denial-of-service (DoS)-style attacks are typically external attacks (e.g., they are
launched by external nodes outside the jurisdiction of an IoT deployment), so
the ability to qualify and if necessary to discard data or connection requests (i.e.,
SYN flood attack for transmission control protocol [TCP] connections) at an
early stage can help to alleviate such attacks.

Proof of authorization provides assurance that a peer has the authority
to (a) communicate with another peer and (b) conduct a certain action; for
example,

� A glucometer will only accept data requests from an insulin pump (and
not from the blood pressure monitor). Furthermore, both glucometer and
pump must be from the same manufacturer.

� A reset command sent to the glucometer sensor by the insulin pump (after
a sensor reconfiguration) should only be executed if the insulin pump has
the required authorization level.

Therefore, proof of authorization is a viable mechanism to protect against
fabrication.

Nonrepudiation—for example, the ability to ensure that communicating peers
cannot deny the authenticity of their action—is linked back to peer tokens.
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Data integrity and data confidentiality are based on credentials only known
to the communicating peers (i.e., shared secret keys). If these credentials are
created dynamically on the fly, they must be mutually authenticatable during
the key generation phase (to avoid man-in-the-middle [MitM] style attacks, as
possible in Diffie–Hellman key exchanges).

Likewise, peer authentication and authenticity are provided via additional
device descriptors that are mutually available and can be mutually validated.

10.2 Trust Model Concepts
The following section will present three trust models. They provide the concep-
tual basis for a trust management infrastructure.

10.2.1 Direct trust model
In a direct trust model, a peer obtains credentials of other peers in such a way
that it is immediately convincing to them. A common approach is the predistri-
bution of peer credentials before the network is deployed. Two approaches will
be described here, if only briefly: one based on symmetric keys and another one
that makes use of static whitelists.

The first option uses as credentials pairwise shared symmetric keys (installed
during manufacturing or system integration), which provide data confidentiality
and integrity as well as implicit peer authenticity and proof of authorization—the
latter can be expanded via additional peer descriptor tables in each device that
associate further attributes with each peer.

A direct trust model, which is based on pairwise shared symmetric keys for
n nodes, requires a total of n∗(n− 1)/2 keys, with (n− 1) keys stored in every
node, making it unsuitable for large-scale deployments. Also, the revocation or
renewal of tokens is very tedious, as every node has to be notified.

The second option, discussed in [3], uses asymmetric keys and whitelists con-
taining references to certificates (as further discussed below). Here, each device
is equipped with its own certificate (entailing its identity, a public key, and fur-
ther device attributes) signed by an authority, and a complementary whitelist that
contains unforgeable certificate identifiers of all peers with which it is allowed to
communicate. An identifier can be a certificate’s hash value, its public key, or its
serial number.

While this solution substantially reduces the number of credentials dis-
tributed in a network (each device would have exactly one certificate contain-
ing one key pair), the management of the whitelists is impractical for large or
nonstatic developments. Likewise, the revocation or renewal of tokens is very
tedious.

Overall, a direct trust model approach is only feasible in small and static
networks because of its management constraints and memory requirements.
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10.2.2 Web-of-trust model
In a web-of-trust model, a peer accepts the credentials of another peer if these
credentials have been validated (e.g., signed) by another, already trusted peer
[4]; that is, in a body area network, a glucometer will accept the credentials of an
external programming device (and subsequently establish a connection to it) if
these credentials were signed by a trusted insulin pump. The web-of-trust model
is implemented in Pretty Good Privacy (PGP), where individual users maintain
a list of credentials (e.g., public keys) in a key ring. When a key from another
peer is inserted, the user assigns the key legitimacy which can hold the value
as complete (e.g., complete confidence that the credential is owned by the other
peer), marginally, or not trusted.

However, in an IoT environment, a web-of-trust model is not feasible for
nonstatic networks, as it does not enable new previously unknown nodes to join
a network. Unmanaged key servers, as used in PGP, for example, are vulnerable
to identity spoofing and do not solve this problem.

Furthermore, the withdrawal of trust is tedious, as it has to be propagated
across the network to reach all nodes.

Also, IoT devices may operate in very regimented environments (i.e., medical
or critical infrastructure), where a web-of-trust model is simply not acceptable
and a tight, centralized trust management, as discussed in the next section, is
required.

10.2.3 Hierarchical trust model
Here, trust is managed by one or more trust anchors, whereby multiple anchors
form a hierarchical infrastructure.

10.2.3.1 Trust center infrastructures

In a trust center infrastructure (TCI) one or more dedicated trust anchors manage
on-the-fly connection requests between network nodes. The network authentica-
tion system Kerberos [5] is based on this approach, whereby individual clients
receive tickets (with a certain life span) that allow them to authenticate and autho-
rize themselves to other nodes.

Figure 10.2 shows an example for a TCI based on a single dedicated trust
anchor (TA). The TA has a unique shared token (a symmetric key K[x]) with
each node x in the network. It also optionally maintains a descriptor table D[x]
for each device.

Whenever two nodes NI and ND set up a network connection, the initiating
peer NI refers first to the TA (Step 1) (i) to validate NDs identity ID[ND], (ii) to
obtain ND’s descriptor table D[ND] (to resolve authentication and authorization
issues), and (iii) to obtain a randomly generated session key S[NI-ND] to be
shared later with ND. The same information about NI is provided for ND, but
encoded using the key K[ND] shared between TA and ND. Both components
form a response which is encoded using K[NI] before transmission (Step 2).
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Figure 10.2: Node authentication in a trust center infrastructure.

NI receives and decodes the response, validates ND’s identity and authorization
level, and sends the second (still encoded) component to ND (Step 3), which in
turn will validate NI’s identity and authorization level. Finally, both peers use
S[NI-ND] to set up a secure communication link.

The revocation of nodes (in the sense of marking them as untrusted) is
straightforward when a TA is used. Also, each node only requires a single key
K[x] and the TA’s identity (i.e., its media access control [MAC] or Internet pro-
tocol [IP] address), making it a very resource-efficient approach from a device’s
perspective.

The downside is that the TA poses a single point of failure; for example, a
compromised trust anchor (which, for example, is a victim of a DoS attack) will
compromise the integrity and availability of the entire network. The inability to
revoke the TA complicates things further.

Since the TA holds information about all devices managed by the TCI, this
approach is only suitable for static networks or environments where an operator
can add and remove device details on the fly.

10.2.3.2 Public key infrastructures

Public key infrastructures (PKIs) are another implementation of the hierarchical
trust concept. PKIs are less susceptible to attacks on availability, as they provide
network nodes with verifiable credentials (also known as public key certificates)
prior to deployment, which can be validated without accessing a TA. In contrast
to TCIs they also demonstrate better scalability and manageability.

According to the Internet Engineering Task Force (IETF) PKIX working
group, a PKI is “the set of hardware, software, people, policies and proce-
dures needed to create, manage, store, distribute, and revoke Public Key Cer-
tificates.” [6].
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A PKI, therefore, does not limit its scope to strictly technical elements such
as hardware, software, networking infrastructures, protocols, or algorithms. It
permeates into organizations that manage and use them by requiring the partici-
pation of other agents and resources: people, policies, and procedures.

Public key certificates (also called digital certificates or identity certificates),
the public key cryptography procedures and technologies that substantiate them,
and trust relations form the basis of a PKI. Trust relations based on the issuance
of certificates, which in turn rely on public key cryptography, are what differ-
entiates PKIs over other forms of security constructs, and what determines their
properties.

The life cycle of certificates is at the core of PKIs. Typically, an entity called
the certification authority (CA) issues identity certificates by digitally signing a
set of (identity-related and other) attributes including a public key (of a public–
private key pair in the context of public key cryptography). The act of issuing
such a certificate constitutes a proof of the linkage between the attributes and
possession of the public key. By signing the certificate with his own private key
of a public–private-key pair, a CA states that the attributes are tied to the entity
that owns the public key pair.

Issuing certificates that, in turn, issue other certificates is common practice,
in what are called multilevel PKI hierarchies. PKIs also allow for the issuance
and management of other types of certificates, such as attribute certificates.

The issuance of certificates is the germinal event that constitutes a PKI, and
is often present in successive steps throughout its existence. Other events give
shape to the life cycle of a PKI as well.

Overall, the life cycle of a certificate includes the following events:

� End-entity registration

� Issuance

� Publication

� Revocation of certificates

� Generation of revocation state data

� Archival and recovery of certificates and key material

Trust plays a crucial role in PKIs. The key concept in this case is transitiv-
ity of trust. Due to the mathematical properties of the algorithms that under-
pin PKI technologies, a well-formed certificate directly or indirectly (through
intermediate certificates, that form an unbroken chain of issuances) issued by
a trusted certificate can in turn be trusted. In the simplest scenario, a sin-
gle initial trusted certificate is all that has to be interchanged through fully
verifiable channels. These channels can vary, but have to meet these two
conditions:
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� The authenticity of the data must be assured by already established and
particularly trustworthy methods, in proportion with the importance of
the hierarchy that is to be established.

� The mechanism must not rely on the trust of any component of the hier-
archy it is meant to establish.

As a result of all the above, previously unknown entities can communicate
securely. In fact, there is no theoretical limit to the number of previously
unknown entities that could securely communicate, hence the excellent scala-
bility properties of a PKI. But, of course, as trust can be transmitted down trust
chains with relative ease, the initial source of trust, or root trust anchor, has to be
protected at all costs.

10.3 PKI Architecture Components
The following components are usually found in PKIs:

� Certification authorities

� Registration authorities

� Validation authorities

� Central directories

Optionally, PKIs can also incorporate timestamping authorities and certificate
revocation authorities.

In addition, but on an entirely different level, a PKI comprises a series of
policies (of which certificate/certification policies are the most salient example),
procedures, and personnel.

10.3.1 Certification authorities
CAs form the backbone and the trust anchors of a PKI. They issue certificates
and, in many cases, revocation status data (for instance, certificate revocation
lists, CRLs) regarding the certificates they issue, and publish both types of prod-
ucts. Certification authorities are typically structured in levels, thus forming a
hierarchical PKI.

10.3.2 Registration authorities
Registration authorities (RAs) act as the front end of certification authorities, in
that they are responsible for identifying and authenticating entities that request
certificates, and then dispatching certificate requests to CAs and routing back the
certificate(s) to the requesting entity. In some cases, RAs are just a specialized
component of CAs.
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10.3.3 Validation authorities
Validation authorities (VAs) allow for the validation of certificates. Validating a
certificate actually comprises several steps (verifying signatures, possibly obtain-
ing certificates, checking revocation status). It is generally assumed that VAs only
provide services in relation to checking revocation status, typically via online
certificate status protocol (OCSP) services. VAs are, therefore, usually OCSP
servers.

10.3.4 Central directories
Central directories make certificates available to other entities. Since other data,
such as policies, or CRLs need to be published as well, central directories store
and make all these data available. They are often implemented as lightweight
directory access protocol (LDAP) servers.

10.3.5 Timestamping authorities
Timestamping authorities (TSAs) are characterized by their ability to issue PKI-
based trusted timestamps. Trusted timestamps can prove that data existed prior to
the issuance of the timestamp; as a result, “time-aware” validation mechanisms
(i.e., those that take into account the moment timestamped signatures were gen-
erated) can be used. That property makes it possible for timestamps to form an
important part of certain advanced signature mechanisms, such as CAdES-T/
CAdES-X or XAdES-T/XAdES-X [7].

10.3.6 Certificate revocation authorities
Certificate revocation authorities (CRAs) are specific authorities that allow for
the revocation of certificates. Normally, revocation duties are carried out by a
dedicated service that belongs to each CA. However, whenever either the num-
ber of issued certificates is high, or the complexity of revocation procedures
increases, or so does the number and variety of CAs, specialized authorities,
CRAs, come to play, whereby a single, centralized CRA can substitute equiva-
lent revocation services on multiple CAs.

CRAs provide a number of benefits:

� CRAs decouple certificate issuance from revocation, thus easing the use
of resources. They can contribute to overall system availability, as they
provide revocation information about already issued certificates, even if
certification authorities are not available. Providing revocation informa-
tion within a certain time frame is critical for the correct functioning of
many PKIs. What is more, policies generally set specific time frames for
the renewal of that information, so the consequences of a failure to pro-
vide can go beyond system unavailability.
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� CRAs make the end of life of CAs easier, by continuing to revoke certifi-
cates after the CA has been effectively been decommissioned. A revoca-
tion authority can even revoke every single certificate a CA has issued,
if necessary, thus emulating the revocation of the certificate issuance CA
certificate.

� PKIs which contain multiple active CAs based on different products or
technologies can find the use of CRAs especially beneficial. A CRA
can provide services for all certificates, without the burden of having to
revoke them using a specific CA.

� Separating CRA services from CA services improves system security,
by preventing unnecessary exposure of CA services to entities that only
require revocation services or data. Protecting CAs is particularly critical
as compared to protecting CRAs, as attacks to the former could lead to
unwanted issuance of certificates, whereas attacks to a CRA would, at the
most, mean an unwanted retrieval of certificates.

10.4 Public Key Certificate Formats
10.4.1 X.509 certificates
X.509 identity certificates are specified in the X.509 recommendation of the
telecommunication standardization sector of the International Telecommunica-
tion Union (ITU-T) [8]. They are self-descriptive entities that use Abstract Syn-
tax Notation One (ASN.1) as the specification language. Its high-level structural
representation (in ASN.1) is as follows:

Certificate ::= SEQUENCE {

tbsCertificate TBSCertificate,

signatureAlgorithm AlgorithmIdentifier,

signatureValue BIT STRING }

TBSCertificate further defines (in ASN.1 notation) the data fields represen-
ted in a certificate (Figure 10.3), while Algorithm Identifier is described via
an object identifier (OID); that is, for example, “1.2.840.113549.1.1.4” for
“MD5withRSA,” a combination of the MD5 hash algorithm encoded using the
CA’s private RSA key. The signature (a signed hash value) is itself stored as a bit
string.

X.509 certificates are encoded using Distinguished Encoding Rules (DER)
[9] (see Figure 10.4) and stored as an ASCII string.

The X.509 standard distinguishes between three identity certificate versions
(see Figure 10.5), with version 3 certificates being the most common and versa-
tile ones.

In relation to IoT devices, a digital certificate must contain the following
information at a minimum:
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Figure 10.4: ASN.1 DER encoded certificate [10]. (From: Morgan Simonsen’s
Blog. https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-
digital-certificate-thumbprints/.)

� The name of the subject—for example, the identity of the device—to
which the public key in the certificate is bound. Note that there is a con-
ceptual difference between a typical server-side certificate (in which the
entity is identified by its domain name system [DNS] name), and a device
certificate, which can also be identified by a uniform resource identifier
(URI), a MAC address, or an IP address.

� Its public key and the cryptographic algorithm it relates to.

� The certificate’s serial number (for revocation purposes) and validity.

� The name of the issuer (e.g., the CA).

� The purpose and restrictions of the public key in the certificate.

https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-digital-certificate-thumbprints/
https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-digital-certificate-thumbprints/
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Figure 10.5: X.509 Identity certificate versions 1, 2, and 3.

X.509 certificates are rather large (∼2 Kbyte), have a complex structure (as
shown in Figure 10.4), and require a complex parser; resource-constrained IoT
devices may have difficulty handling them, in terms of both memory and com-
putational requirements. Therefore, alternative formats are discussed in the fol-
lowing two sections.

10.4.2 Self-descriptive card verifiable certificates
Self-descriptive card verifiable certificates (CVCs) are very compact public key
certificates suitable for resource-constrained devices like smart cards. While
CVCs are still DER encoded (and are therefore self-descriptive), they only con-
tain a subset of the fields of an identity certificate [11]:

cvcBody ::= SEQUENCE {

profileId UNSIGNED INTEGER,

issuer CHARACTER STRING,

pubKey CHARACTER STRING,

subject CHARACTER STRING,

notBefore DATE,

notAfter DATE }

10.4.3 Non-self-descriptive card verifiable certificates
These certificates are not DER encoded and therefore do not have type tags.
Information about their internal structure is provided via header fields that
are kept separate from the certificate itself. Non-self-descriptive CVCs can be
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represented in their simplest form by a static abstract data type; for example, a
structure in the programming language C:

typedef struct simpleNonSelfDescriptiveCVC {

char version;

char owner[20];

char issuer[20];

char alg; // Note that OIDs are omitted here

...

} tSimpleNonSelfDescriptiveCVC;

A memory-efficient format that incorporates dynamic length fields, but requires
a simple parser for processing (as it cannot be mapped onto a fixed-length data
structure any more), appears as follows:

typedef struct dynamicNonSelfDescriptiveCVC {

char version;

char ownerLength;

char owner[ownerLength];

char issuerLength;

char issuer[issuerLength];

char alg; // Note that OIDs are omitted here

...

} tDynamicNonSelfDescriptiveCVC;

10.4.4 Attribute certificates
An attribute certificate only assigns—in contrast to a conventional public key
or identity certificate—privileges to end entities. X.509 attribute certificates are
specified in [12]. They have the following ASN.1 structure:

AttributeCertificateInfo ::= SEQUENCE {

version AttCertVersion -- version is v2,

holder Holder,

issuer AttCertIssuer,

signature AlgorithmIdentifier,

serialNumber CertificateSerialNumber,

attrCertValidityPeriod AttCertValidityPeriod,

attributes SEQUENCE OF Attribute,

issuerUniqueID UniqueIdentifier OPTIONAL,

extensions Extensions OPTIONAL }

An attribute certificate is issued and signed by an attribute authority; it has a
certain life span and binds an authorization (of whatever nature) to the end entity.
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It has also optional extension fields. However, as can be seen in the listing, it does
not contain a public key. Instead, it is tied to an identity certificate, as shown in
Figure 10.3.

This separation allows identity and attribute certificates to have different life
spans, which is, for example, extensively used in digital rights management.
Here, a consumer acquires the right to access certain digital content over a poten-
tially limited period of time via an attribute certificate. The consumer himself is
identified via his identity certificate.

10.5 Design Considerations for Digital Certificates
10.5.1 Device identifiers
In a digital identity certificate, both its owner and the CA that signed the
certificate must be uniquely identified. While there will be a relatively small
number of CAs (with each CA being able to potentially manage millions of
certificates), there is a need for a scalable naming scheme suitable for billions
of nodes.

Device identifier construction schemes can be based on various methods.
These methods incorporate either (i) random data, (ii) a hierarchy identifier,
(iii) the encoding of additional information (e.g., the manufacturer), or (iv) the
use of cryptographic operations (e.g., hash of public key) [16]. One scheme can
apply several methods at the same time, as shown in Table 10.1 [15].

In today’s Internet, the URI is the de facto naming scheme to identify the
name of a web resource. At the network level, a device is identified via its static
or dynamic (v4 or v6) IP address. The DNS translates the hostname into a URI
into an IP address.

However, while this approach is suitable for a hierarchy of certificate author-
ities, it does not necessarily scale for IoT networks, as (i) such networks can
be isolated without having access to a DNS service and (ii) the anticipated
number of IoT devices makes a classical URI approach unworkable. Further-
more, machine-to-machine (M2M) communication does not necessarily require
human-readable URIs.

An alternative solution is the use of a device’s IPv6 address as its unique
device identifier. Such an address consists of 16 octets; the overall address space
is in the order of 1038 possible addresses [13].

The underlying IPv6 network communication protocol is already widely
embraced by standard (IEEE 802.3 Ethernet and IEEE 802.11 Wi-Fi based) net-
works and has found its way into the IoT via the low-power wireless personal
area networks (6LoWPAN) communication standard, so it is a potential candi-
date for an IoT naming scheme.
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Table 10.1 Device identifier construction schemes and their underlying
methods

Project or
Architecture

Naming Scheme Method Applied

IPv6 URI Hierarchy identifier; encoding additional
information

IPv6 IPv6 Hierarchy identifier
Glowbal IP
Protocol

AAID Encoding additional information

GS1 GS1 identification
keys

Random data; encoding additional
information

SWE Sensor UID Encoding additional information
IoT@Work Name of a node

within a namespace
Hierarchy identifier; encoding additional
information

NDN Name of the data Hierarchy identifier; encoding additional
information; cryptographic operations

Mobility
First

GUID Encoding additional information;
cryptographic operations

RFID RFID Random data
802.15.4 MAC address Random data

An IPv6 address is ideally broken into two 64-bit segments, with the first
segment being the network’s subnet address. In most IoT networks, this address
will be assigned during deployment, so it cannot be anticipated when a certifi-
cate is generated during manufacturing. Furthermore, the address can potentially
change over time. The second 64-bit segment, however, is the device’s MAC
address, which is in fact unique and available for certificate generation during
manufacturing.

Table 10.1 lists other naming schemes that could be potentially considered.
These include:

� The radiofrequency identification (RFID) naming scheme, which is based
on a unique 64–92-bit identifier [13]

� GS1 identification keys [14]

� Sensor web enablement and sensor UID [15]

� IoT@Work naming scheme [16]

� Mobility First [17]
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10.5.2 Certificate validity
X.509 certificates have a limited life span which is encoded in the validity field.
The field contains the two dates notBefore and notAfter, both containing a times-
tamp in the UTCTime encoding format.

Checking the validity of a certificate requires access to accurate time, and
since low-cost oscillators found in embedded systems have a significant drift in
the order of up to several seconds per day [18], the use of time synchronization
protocols like Network Time Protocol (NTP) or Precision Time Protocol (PTP)
should be considered.

If an end-entity certificate has expired and the device is not decommis-
sioned, the certificate needs to be renewed. This causes significant logistical
and technical challenges, as the PKI must have the ability to provide and man-
age dynamically certificates to a potentially large number of devices, while the
devices themselves need a secure download and storage mechanism. Further-
more, an underlying trust mechanism must ensure that only authentic certificates
are accepted and reflashed on a device.

Similarly, CA certificates can expire as well, which has implications for the
validity of a signature provided by a device; for example, the initial handshake in
a peer-to-peer authentication protocol during operation. Overall there are three
different validity models in place:

� The shell model as outlined in RFC 5280 [19] prescribes that a signa-
ture provided by an end entity is only deemed valid, if all certificates of
the entire CA chain (up to the root CA) are valid at the time when the
signature is validated.

� The chain model only requires the end-entity certificate to be valid at the
time of signature creation. The certificates of the CA chain only need to
be valid at the time of creation of the end-entity certificate itself.

� The modified shell or hybrid model as outlined in RFC 5126 [20] dictates
that an end-entity signature is valid if it is valid in the shell model at the
time of creation; for example, at the time of signature creation the entire
CA chain is valid.

The drawback of the latter two models is that an end-entity signature is still valid
even when the underlying trust chain is compromised; for example, after one
of the certificates of the CA chain has been revoked because of (for instance) a
compromised key.

10.5.3 Public key cryptosystems
public key cryptosystems provide pairs of keys, whereby the public encryp-
tion key differs from the secret decryption key. Such cryptosystems are at
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the core of PKI, as they (a) provide a means to digitally sign (e.g., encrypt)
the hash value of a digital certificate using a CA’s private key; (b) provide a
means to validate the integrity of a digital certificate, via decoding the pre-
viously encoded hash value using a CA’s public key and comparing it with
the hash value calculated over the presented certificate (therefore providing
proof of authorization); and (c) allow a device to digitally sign or decrypt mes-
sages (therefore providing message confidentiality, message integrity, and peer
authentication).

The two popular public key cryptosystems are RSA and Elliptic Curve Cryp-
tography (ECC). RSA is based on the practical difficulty of factoring the product
of two large prime numbers, while ECC is a relatively new approach to public
key cryptography based on the algebraic structure of elliptic curves over finite
fields.

The RSA algorithm has been widely used in PKIs for many years and has
a significantly lower algorithmic complexity than ECC-based algorithms, but
requires a longer key size to provide equivalent security. As a result, ECC is
deemed to be faster than RSA and has become the public key cryptosystem
of choice for resource-constrained embedded systems. For example, a 3072-bit
RSA key has a similar cryptographic strength as a 256-bit ECC key or a 128-bit
symmetric AES key.

ECC has been adopted by Suite B Cryptography, a set of cryptographic algo-
rithms promulgated by the U.S. National Security Agency (NSA). There are a
range of standardized ECC curves and parameters defined with effective key
length between 160 and 512 bits [21]. However, there are some unresolved patent
and licensing issues around some ECC algorithms.

10.5.4 Hash functions
Cryptographic hash functions are one-way functions that convert a bit string
of variable length into a fixed-length hash value. They are used to digi-
tally sign a certificate. Hash functions have four important mathematical and
algorithmic properties: (i) they should have a low computational complex-
ity, while (ii) being irreversible “one-way” functions. Furthermore, it must
be (iii) infeasible to modify an input without changing the hash and (iv) it
must be infeasible to find two different inputs with the same hash. The latter
two requirements are also called strong collision resistance and weak collision
resistance.

There are a number of different future-proof hash algorithms in use, most
notably SHA-2 and SHA-3 with customizable hash lengths of between 224 and
512 bits. Legacy hash functions such as MD5 and SHA-1 are being phased out,
as they are not deemed to be sufficiently secure (e.g., collision resistant) any
more [22].
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10.6 A Public Key Reference Infrastructure for the IoT
10.6.1 Certificate format
Self-descriptive or non-self-descriptive CVCs have the advantage of lower
resource requirements in comparison to DER-encoded certificates. However,
most off-the-shelf and open-source authentication protocol implementations
(i.e., OpenSSL) solely support the latter, and there are only very few implemen-
tations that support non-DER-encoded certificates [23].

Therefore, many IoT implementations, particularly if they are based on the
TCP/IP protocol stack, or if they require Internet interoperability, will have to
use standard DER-encoded X.509 certificates.

Alternatively, in situations where storage space for certificates is scarce, but
DER-encoded certificates are a necessity, the following certificate translation
process could be considered:

� A CA signs a DER-encoded certificate using its private key and returns it
to the RA.

� The RA executes a certificate parser, which extracts device-specific and
nongeneric certificate fields, including the signed hash, and copies it into
the appropriate fields of a non-self-descriptive CVC. The assumption is
that certain fields are static and identical or predictable for all devices in a
certain deployment (i.e., the version field or the reference to the root CA).

� The RA forwards this CVC to the device, where it is stored.

� Whenever a device has to present its original DER certificate, it will parse
the CVC and rebuild it.

10.6.2 Certificate life cycle and number of device
certificates

Multiple certificates embedded in a single device can be

� Valid over different time periods (therefore reducing the risk of compro-
mising a certificate during its lifetime)

� Remotely activated/disabled on demand, if a certificate has been identi-
fied as being compromised, or

� Used for different purposes (i.e., network control vs. device control
operations)

Apart from the additional storage requirements, the above scenarios also imply
access to secure time or a management interface to enable/disable certificates,
therefore opening other potential back doors for cyberattacks.
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It is therefore envisaged that, unless the above issues are addressed, an IoT
device contains only a single universal certificate, whose lifetime is the antic-
ipated operational life span of the device. Compromised devices (e.g., devices
with compromised certificates) must either be discarded or reflashed in the
factory.

Similarly, the validity of the root CA certificate must extend over the oper-
ational lifetime of all networks under its control, while the validity period of
an intermediate CA (iCA) certificate can be more restrictive and, for example,
limited by the anticipated lifetime of the network(s) it serves.

All these certificates operate under the modified shell validity model, which
is complemented by an online certificate validation mechanism, as discussed in
Section 10.6.7.

10.6.3 Combined identity and attribute certificates
IoT device authentication and authorization require additional and customizable
device credentials that go beyond the capability and purpose of standard fields in
X.509v3 identity certificates. Attribute certificates, on the other hand, are not a
viable solution to fill this gap either, as

� IoT devices do not change over time; therefore, device attributes and
identity certificates can have an identical life span; therefore, there is con-
ceptually no need to support two different certificate types.

� Multiple certificates require additional resources for both certificate stor-
age and parsing.

� Multiple certificate types increase the management overheads for a PKI.

However, the storage of additional device attributes in an identity certificate can
be achieved via extension fields of X.509v3 certificates. An extension field con-
sists of the following components:

� An OID that identifies the type of extension. For example, device certifi-
cates issued by the Irish cybersecurity group OSNA use certificate exten-
sions with the OSNA OID prefix 1.3.6.1.4.1.44409.

� A flag that indicates whether the extension is critical, that is, if the exten-
sion holds vital information. A relying party shall consider a certificate
invalid if it does not recognize a critical extension, that is, it has no sup-
port for the extension. If an extension is labeled noncritical, it can be
ignored if not understood.

� The actual extension field.
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In the absence of a standardized framework to encode device attributes entailing
authorization credentials in a certificate, customized domain-specific OID exten-
sions must be defined. For example, in the context of device attributes for wear-
able medical sensors in a body area network, the following extensions (under the
above OSNA OID) and their possible values could be considered (Table 10.2).

With every device having a customised combined identity and attribute
certificate with the above descriptors and an appropriate authentication/
authorisation protocol implementation, it could be assured that

� A network controller will only connect to sensors of type “1”, “2” or “3.”

� Sensors can only have peer-to-peer connections to a network controller
with device type “4.” A glucometer (device type “1”), however, will also
accept connection requests from an insulin pump.

� The insulin pump has the peer communication privilege level “2” and
can retrieve readings from the glucometer, which in turn has (like the
electrocardiogram [ECG] monitor) the privilege level “1.”

� The network controller has privilege level “3” and has full control over
the entire network.

Similarly to the device attributes, an X.509v3 certificate also allows the speci-
fication of the purpose and scope of its public key via two additional extension
fields, KeyUsage and ExtendedKeyUsage. In relation to the above example, these
fields indicate if the network controller is allowed to sign and distribute firmware
updates or to generate and sign revocation lists for the other network devices.

10.6.4 Peer authentication protocols for the IoT
In an IoT deployment, a device can have multiple simultaneous peer-to-peer con-
nections with one or more nodes. Each connection will be based on a specific

Table 10.2 Medical device descriptors and their OIDs

OID Suffix Name Value: Meaning

1 Device type “1”: Glucometer
“2”: Single-channel ECG monitor
“3”: Insulin pump
“4”: Network controller

2 Peer communication privilege “1”: No data access to peer device
“2”: Read-only access to sensor data
“3”: Full control over peer device
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authorization level of the end points; for example, to execute privileged com-
mands or to have access to classified sensor data. Here, secure device authentica-
tion and communication must—from a protocol stack perspective—reach from
data end point to data end point; for example, from process to process. There-
fore, an application layer authentication and communication protocol should be
chosen over a data-link or network protocol.

In an IP-based environment, the application layer protocol of choice is the
Transport Layer Security (TLS) protocol. TLS goes hand in hand with X.509
identity certificates, as during its initial handshake phase the certificates of two
peers are exchanged, validated, and, using the public keys encoded in the certifi-
cates, a session key is negotiated.

TLS went through various iterations, but for an IoT deployment it is recom-
mended to use its most recent version (v1.2) as specified in RFC 5246 [24]. In
particular, it must accommodate the recommendations of RFC 6176 [25]; for
example, TLS sessions will not negotiate the use of Secure Sockets Layer (SSL)
v2.0, which has known security flaws, including a cryptographically weak hash
function (e.g., MD5), unprotected handshake messages (which allows a MitM to
trick the client into picking a weaker cipher suite than it would normally choose),
and the termination of sessions via MitM TCP FIN insertions.

Also, in the context of IoT communication, TLS must be configured to pro-
vide a client-authenticated handshake, whereby both peers exchange and validate
the other peer’s certificate. This is in contrast to the typical use of TLS (i.e., in
secure Internet browsing), where only the server certificate is validated by the
client.

The recent discovery of the Heartbleed bug in the OpenSSL implementation
of RFC 6520 [26], as well as recent revelations about the widespread capture
and storage of encrypted network communication (for later cryptanalysis) by
some government agencies, emphasizes the need for perfect forward secrecy
(PFS). PFS is a property of cryptographic systems which ensures that a ses-
sion key derived from a set of public and private keys will not be compro-
mised if one of the private keys is compromised in the future. TLS can PFS
by enforcing the use of ephemeral Diffie–Hellman key exchange to establish
session keys.

Also, current TLS implementations do not provide functionality to validate
authorization levels encoded in certificates, as these are customized extensions.
However, various TLS implementations support optional callback functions dur-
ing the handshake phase that allow the integration of such functionality.

10.6.5 CA hierarchy
Trust in today’s Internet is provided by more than 600 publicly operating cer-
tification authorities, which in turn are interconnected via CA hierarchies. This
tree-like hierarchy consists of root CAs with self-signed certificates at the top
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and a set of intermediate CAs, whose certificates are signed either by another
intermediate CA or a root CA. To facilitate the process of verifying a chain of
trust, every certificate includes the fields IssuedTo and IssuedBy. This network
of trust allows, in principle, every device certificate issued by any CA to be vali-
dated as part of the TLS handshake. However, recent high-level breaches in CA
organizations (like Comodo in 2011) [27] and the theft or generation of counter-
feit certificates has shown that this distributed network of trust has some signifi-
cant flaws.

An IoT deployment may only be operational within its own perimeter, for
example, there might no need to issue certificates that can be globally vali-
dated. Also an IoT-PKI must tightly control the generation of device certificates,
while giving suppliers and system integrators the ability to issue certificates on
the fly.

Therefore it is suggested to use a two-tier CA hierarchy consisting of a root
CA and a set of intermediate CAs (iCAs) as shown in Figure 10.6. Each iCA is
used by a defined set of stakeholders (e.g., device manufacturers). Depending on
its scope, such a PKI would issue devices for a single deployment (e.g., a pri-
vate home-automation network), a single application type (e.g., wireless medical
device networks), or a single client (e.g., the smart meter/smart grid infrastruc-
ture of a single utility company).

From a device’s perspective, the main advantage of such a two-tier organiza-
tion is that each node only requires two CA certificates (i.e., the root certificate
and the certificate of its iCA that signed its certificate) to authenticate every sin-
gle certificate issued by the PKI, even if it was signed by a different iCA.

D1 D2 D3Device 2 Device 3Device 1

R R

X

XiCA X iCA Y iCA Z

Root CA

RR

Y

Y

R

Z

Z

Figure 10.6: Certificate distribution in a two-tier PKI with CA certificates R, X, Y,
and Z and device certificates D1, D2, and D3.
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10.6.6 Certificate generation
Embedded systems are typically not suited to generate their own public–private
key pairs, as they do not have sufficient entropy to provide sufficiently random
numbers. Therefore, the registration authority—optionally in combination with
cryptographic hardware support—as the interface between the device and the
CA has to step in and provide such data. The RA has to dispose of any generated
key material after the certificate has been issued to the device, as otherwise the
integrity of the entire deployment could be affected if the RA is compromised.

Likewise, each RA requires a suitable interface to transmit key materials
securely back to the device (e.g., via a JTAG interface) as well as a sound mecha-
nism to acquire device-specific attributes (e.g., MAC address, device capabilities,
etc.) which are inserted into a device certificate [28].

The issuing and storage of device certificates must take place in a controlled,
auditable, and secure environment; for example, a manufacturing floor, and not
in the field during network deployment or integration, where this process can be
more easily compromised.

10.6.7 Certificate validation
IoT deployments must be resilient from external cyberattacks and are, therefore,
isolated from the Internet as far as possible, as well as being self-contained.
This is accommodated by the above two-tier CA hierarchy, which allows for
a straightforward certificate validation during the TLS handshake:

� Each device has—as already mentioned—a copy of the (self-signed) root
CA certificate, as well as its device certificate and a copy of the certificate
of the iCA that signed the device certificate.

� During the initial handshake, two devices exchange their device certifi-
cates. If both have been signed by the same iCA, the public key embedded
in the iCA’s certificate is used for their validation.

� In situations where devices have received their certificates from different
iCAs, these iCA certificates are exchanged and validated using the root
CA’s public key.

A certificate within the trust chain can be invalidated (e.g., revoked) by a PKI
before its expiration time; for example, if the private key that corresponds to
an iCA’s certificate’s public key has been compromised. It is best practice to per-
form a certificate status check before completing the handshake, as highlighted in
a recently discovered configuration flaw in the Java runtime environment, which
resulted in malicious Java code (signed by a compromised and revoked certifi-
cate) to be executed on client computers [29].

As outlined before X.509 provides two principal mechanisms to validate the
status of a certificate:
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� A certificate revocation list (CRL) is a list of revoked certificates signed
by a CA or CRA. CRLs are regularly updated with newly revoked certifi-
cates being inserted into the CRL or compiled into a delta CRL. Devices
that wish to obtain revocation information need to download the CRL
from some repository and process it locally. It is therefore not a suitable
solution for resource and bandwidth-limited IoT nodes.

� OCSP, as defined in RFC 2560 [30], allows clients to query the status
of an individual certificate in real time via an OCSP server. Revoked
certificates can be added on the fly, making OCSP far more responsive
than CRL and more suitable for real-time certificate status validation in
IoT deployments. However, devices should only retain a connection to
another client if the OCSP server returns an “OK” message for its cer-
tificate. This makes an OCSP server a single point of failure, as a DoS
attack on the server will prevent it from responding to requests.

RFC 6066 [31], also called OCSP stapling, provides a solution to the DoS attack
vulnerability of OCSP. Here, a client requests a validation of its own certificate
by an OCSP server on a regular basis and keeps the response (which is times-
tamped and digitally signed by the server) locally in storage. Whenever a new
TLS handshake is initiated, the device sends its own certificate as well as the
OCSP response to the other peer. By doing so, a temporarily unavailable OCSP
server can be compensated for.

However, OCSP stapling only operates during the handshake of a TLS con-
nection; for example, it does not support the validation of a certificate once a
connection is established. Since it is not always economic for an IoT device
to terminate a connection and redo the handshake with a given peer, an exten-
sion of OCSP stapling should be considered that allows certificate validation for
established connections. This feature could be implemented similar to the TLS
Heartbeat extension in RFC 6520, so that OCSP update queries and responses
between two peers are implemented on the record layer of TLS.

10.7 Summary
Introducing and managing trust will be a major challenge for the IoT, as in the
absence of robust, versatile, and verifiable trust credentials provided by a trust
management infrastructure, the fundamental requirements of data confidentiality
and integrity in interdevice communication, as well as peer authentication and
authorization, will not be met sufficiently.

This chapter provided an overview of perceived problems and potential solu-
tions with regard to the provision of trust and proposed a scalable and robust trust
management solution suitable for the IoT. This solution is based on a tightly cur-
tailed public key infrastructure in combination with combined identity/attribute
certificates based on X.509v3 and customized extension fields.
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11.1 Introduction
Many Internet of Things (IoT) challenges will require more than incremental
solutions or the application of models already established. New architectural
models will be demanded, since the current cloud and networking technologies
and their protocols are inherently limited for several expected scenarios [25].
Some examples we will address in this chapter are entities naming, identification,
mobility, decoupling of devices’ identifiers from locators, scalability, control and
management, data integrity, provenance, and joint physical and virtual resources
orchestration, among others.

Current Internet naming is very limited and does not favor security [6, 14, 36].
Unique identification of “things” is nonexistent. Name resolution is limited to
resolve domain names to Internet protocol (IP) addresses. There is no support
for service names, among many other relevant names for IoT scenarios. Nam-
ing has also an important role in data integrity and provenance, as we will
further discuss.

Host mobility causes variations to services session states [5], leading to unsta-
ble application behavior. IP addresses have two simultaneous purposes: host
identification and location. When a node moves from one network to another,
its location should change to enable datagram delivery to new position; however,
the IP address change affects upper-layer sockets, which employ IP addresses as
host identifiers. Identifier/locator splitting is an approach that enables nodes to
move without changing their identifiers, maintaining session state invariance [5].
The scalability of addressing and routing in the current Internet are also concerns
[5, 6, 14].
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Joint orchestration of physical-world resources, services, and contents is also
a requirement far ahead of current Internet support. The current model for device
control and management was designed in an epoch where the number of devices
was orders of magnitude smaller. Control and management in the IoT scenario
will require self-driven approaches, reducing operational costs and meeting the
upcoming scales on device numbers, interactivity, and traffic.

Emerging convergent information paradigms will be required to face these
issues in the next decades. Incremental solutions could be intrinsically limited,
since they were not projected with any thought for the amazing interaction
between physical and virtual worlds we are going to experience in a few
years. Many science-fiction scenarios are becoming real at an impressive speed.
Biometric sensors, implants, monitoring devices, wearable electronics, smart
clothes, residences that welcome us and make our lives easier are among the tech-
nologies that are arriving. Augmented reality, tactile systems, haptic interfaces,
virtual reality, cyborgs, robotics, self-assembly machines, ubiquitous computing
are examples of technologies on the border between the physical world and com-
puting systems.

In this chapter we discuss the path to a futuristic scenario, where these emerg-
ing technologies converge synergistically, gracefully, quietly. We discuss security
issues from an architectural perspective, instead of specific points (as is usually
done in the literature). We start with a survey of some important current archi-
tecture limitations that could limit IoT potential (Section 11.2). We also present
contemporary paradigms that are emerging in the literature to address these iden-
tified shortcomings. Then, we present a new IoT architecture model that inte-
grates these paradigms toward a future IoT architecture (Section 11.3).

In this model, “swarms of things” are represented and controlled by trustable
“swarms of services,” which self-organize to establish the required security, pri-
vacy, and trust levels. Since the number of devices expected is going to be
extremely high, more autonomic behavior is expected [28], reducing the degree
of human intervention on the control and management of IoT devices. The role
of naming and name resolution will be revisited and related to source authen-
tication, as well as data integrity and provenance. The support for distributed
storage of name bindings enables the representation of real-world relationships
among things, services, and contents. What is required is the integration of the
life cycling physical resources, contents, and services, life cycling using emerg-
ing trust-based security and privacy approaches.

This emerging architecture model is being developed in the context of
an information and communications technologies (ICT) architecture called
NovaGenesis (NG) [1]. NG started in 2008 and aims at integrating many future
Internet (FI) ingredients toward a convergent information architecture (CIA). A
CIA integrates in only one design information processing, storage, and exchange
[2]. It is broader than an Internet, which was designed to put computer networks
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Figure 11.1: Operating systems and cloud computing architectures are focused on
computer nodes, that is, intranode information processing, storage, and exchange.
Internet architecture emerged to interconnect computer networks, that is, global
internode information exchange. Convergent information architecture integrates all
previous information processing, storage, and exchange architectures with global
scope.

together, enabling end-to-end computer programs (processes) to communicate.
CIAs address IoT challenges more deeply than the current Internet, since IoT
requirements spread not only through networking technologies, but also through
cloud, distributed, and mobile computing. Figure 11.1 illustrates this idea.

NG is a CIA that integrates information-centric networking (ICN) [38],
service-centric networking (SCN) [8], service-oriented architecture (SOA) [26],
software-defined networking (SDN) [1, 20], among other ICT hot topics. In
NG, context-aware services establish contract-based coordination toward fulfill-
ing network operator objectives, rules, and regulations. Energy awareness and
disruptive/delay tolerant communication is enabled. IoT devices, services, and
contents are named and synergistically integrated to address the most challeng-
ing IoT prerequirements. NG proposes a new control and management model
where physical devices are represented by named services called proxy gate-
way controllers (PGCs) [1]. These PGCs expose node capabilities, negotiate and
establish contracts, encapsulate NG messages, and configure devices according
to software-implemented controllers.

NG has an experimental proof-of-concept implemented. Several aspects of
the proposed model have already been tested. In this context, this chapter finishes
with Section 11.4 with an example scenario, where an illustration of the proposed
architecture is provided based on current proof-of-concept design.
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11.2 Current Technologies Limitations and Emerging
Solutions for IoT

Nowadays, technologies for the IoT are already available, among them [24]:

� IEEE 802.15.4: This is a wireless communication standard for low-
power, low-data rate, and short-distance radio coverage sensor and actua-
tor networks [15]. It was developed within the IEEE 802.15 personal area
network (PAN) group. Its typical data rate is 250 kb/s with maximum
packet size of 127 bytes, which limits the available payload to about 86
and up to 116 bytes. It defines a physical layer (16 channels with direct
sequence spread spectrum) and media access control (MAC) layer. It can
be applied to multihop networks, but requires the radio to be on all the
time. It employs single-channel operation, which suffers with multipath
fading and shadowing.

� IEEE 802.15.4e: This employs a time-synchronized channel hopping
(TSCH) technique to avoid interference, shadowing, and multipath fad-
ing [24]. The IEEE redesigned MAC protocol supports centralized or
distributed scheduling of time slots for communication between neigh-
boring nodes. A time-frequency structure is used to create virtual links
among neighboring stations using specific time slots/frequency channels.
The standard does not define how the schedule of the time slot/frequency
pairs for a certain virtual link is carried out.

� Message queue telemetry transport (MQTT) [17]: This is a “lightweight”
messaging protocol to run over the transmission control protocol/In-
ternet protocol (TCP/IP). It follows a publish/subscribe hub-and-spoke
paradigm where a broker server asynchronously forwards messages to
one or more interested nodes. Named topics are used to share infor-
mation. All messages addressed to a named topic (e.g., “myhome/
groundfloor/livingroom/temperature”) by publishers will be delivered to
a broker. Subscribers to a certain topic get published information from
the brokers. It provides an agnostic binary payload. Nodes must connect
to brokers.

� Advanced message queuing protocol (AMQP) [35]: AMQP is an open
standard message middleware specification, based on a topic-oriented
message queue paradigm, where products written for different platforms
and in different languages can exchange messages. Despite being a stan-
dardized protocol, not all implementations are fully compliant with the
standard. The complete AMQP standard is composed by publishers, sub-
scribers, and brokers that have internal routing capabilities. The AMQP
specification (version 1.0) defines a wire-level protocol for publish-
ers’/subscribers’ communication with their message brokers. The broker
can modify incoming messages and, based on a set of rules or criteria,
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Figure 11.2: Possible IoT stack combining IETF and IEEE standards.

decide to which queues the messages need to be forwarded to arrive at
one or more subscribers.

� Data distribution service (DDS) [27]: DDS has a global data space (GDS)
to where nodes can publish/subscribe to (pub/sub) data using topics and
keys. Data objects are manipulated using natural language. Local object
caches can be fed by available global data. There is also support for
quality of service (QoS) contracts. DDS provides automatic discovery
of publishers and subscribers using a protocol called simple discovery
protocol (SDP).

� Internet Protocol version 6 (IPv6) over low-power personal area network
(6LoWPAN): IPv6 packets are too big for IEEE 802.15.4. 6LoWPAN
provides an adaptation layer to segment and reassemble IPv6 datagrams.
It provides IPv6 header compression and belongs to the Internet engi-
neering task force (IETF) stack for IoT [34], as illustrated in Figure 11.2.
6LoWPAN protocol data units (PDUs) can be encapsulated directly over
IEEE 802.15.4. However, for 802.15.4e the 6top adaptation protocol was
created.

� 6TiSCH operation sublayer (6top): IPv6 over the TSCH mode of IEEE
802.15.4e (6TiSCH) provides the mechanism to admit or revoke a node
from a TSCH network, including the scheduling of virtual channels to
this node using available time slots/frequency channels with neighboring
nodes. It also makes the adjustments to support the IETF routing protocol
for low-power and lossy networks (LLNs) (RPL) over 802.15.4e nodes.

� Constrained application protocol (CoAP): Provides a specialized web
transfer protocol for LLNs that conforms to the REST style. There is a
uniform resource identifier (URI) for every device. Contrary to the hyper-
text transfer protocol (HTTP), it employs the user datagram protocol
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(UDP) instead of TCP. It enables asynchronous message exchange with
low complexity parsing. HTTP-CoAP mapping is standardized.

� GS1 EPCglobal: EPCglobal is a GS1 initiative to develop industry-
driven standards for the electronic product code (EPC) to support the
use of radiofrequency identification (RFID) in today’s fast-moving,
information-rich, trading networks. In particular, EPC information ser-
vices (EPCIS) is an EPCglobal standard designed to enable EPC-related
data sharing within and across enterprises. In this way, at least, data cryp-
tography is pertinent when transferring data between different compa-
nies, since common Internet links are used in this case.

MQTT is typically used for machine-to-server (M2S) scenarios, while
AMQP is typically employed on server-to-server (S2S). DDS is focused on
machine-to-machine (M2M) communications. While MQTT does not support
real-time operation, DDS is focused on supporting timely data distribution
among devices. Concerning the relation with the current Internet, MQTT and
AMPQ relay on TCP/IP sockets, while DDS specifies a reliable real-time pub/-
sub wire protocol DDS interoperability wire protocol specification (DDS-RTPS)
aimed at a UDP/IP stack or other data encapsulations (TCP/IP or direct shared
memory inside a node). Besides the traditional TCP/IP stack, CoAP can also run
over 6LoWPAN.

MQTT also enables the bypassing of TCP/IP by using a modified standard
called MQTT for sensor networks (MQTT-SN). This standard supports direct
transport of MQTT-SN messages over 6LoWPAN or even ZigBee. AMQP con-
nections are always established by publishers/subscribers to the message bro-
ker. First, they must open a TCP socket and the initial exchanged messages
define the capabilities and limitations of each side. For constrained networks, it
could be expensive to exchange this information on each connection, so AMPQ
has a mechanism to omit some negotiation messages on consecutive connec-
tions. Although the dependence on the current Internet stack brings a lot of
benefits, it also has a number of limitations, as we shall see in the following
subsections.

A common aspect of MQTT, AMQP, and DDS is the adoption of the pub/-
sub communication paradigm. In this paradigm, information owners (principals)
publish measured data to authorized peers. The interoperability between publish-
ers and subscribers can be a problem in MQTT, since the message payload format
needs to be agreed among peers before any data transfer. DDS is an example of
pub/sub being applied to mission-critical applications, where constrained delay
is required. A challenge here is to deal with a large number of pub/sub nodes.
Kyoungho An et al. [4] explore the scalability of the DDS pub/sub discovery
protocol. Pub/sub has a direct relation with architecture security and privacy.
The IETF stack for IoT does not adopt the pub/sub model. Rather, it is based on
the classical request/reply model.
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Considering particularly the logistics and supply-chain field, we can high-
light the adoption of the EPCglobal Class 1 Gen 2 standard [18], which pro-
vides the notion of the EPC to uniquely identify a physical object stored in an
RFID tag. Briefly, the main objective of EPCglobal is to provide an architecture
to collect vast amounts of raw data from a heterogeneous RFID environment,
filter them, compile them into usable data structures, and send them to com-
putational systems. To accomplish this, EPCglobal defines the following compo-
nents [30]: (i) RFID readers (also denoted as RFID sensors); (ii) application level
events (ALE) for filtering and collecting EPC data; (iii) EPC information services
(EPCIS) to store EPC data, as well as to exchange this data along the EPCglobal
network; (iv) EPC capturing applications, as a box-in-the-middle between ALE
and EPCIS, regulating how the former sends data to the latter. Each company has
its own set of components, so the idea is to generate value by providing a standard
way of capturing data from objects between the partners involved in a particular
application field (including, for example, suppliers, enterprises, resellers, clients,
buildings, and users).

Given the potential size of the data generated by sensors and related devices,
a trade-off will need to be found between in-network processing and aggregation
techniques versus streaming data to the external support system. This trade-off is
not an easy one. It depends on the capabilities of the distributed sensor network,
the communication channel between sensor network and support system, and
the support system itself. In some cases, a networking delay or the intermittent
connectivity could hinder external support, requiring more computing power at
the IoT nodes. This balance may affect the amount of energy spent on nodes,
limiting the energy they could spend on security issues.

In the following subsections, we will analyze how these technologies relate
to emerging paradigms for future ICT architectures. The idea is that the IoT faces
the same challenges that the current Internet does. We will highlight some of the
aforementioned technologies’ limitations from the perspective of these state-of-
the-art paradigms. We contend that more synergistic approaches are required to
maximize IoT potentials.

11.2.1 Naming and name resolution
Names inhabit the human mind. People like to denote things by names. Names
are symbols used to denote one or more individual existences. In this case, to
denote means to represent something by signals. By definition, names denote
meaning and sense. However, there are names that are almost randomly gener-
ated, having “weak semantics.” One can call a car “xyzwertyu”; however, this
name makes sense only for the owner or other closely related people that have
been introduced to it. Another example: One can denote a car by a sequence of
symbols that typically carry “weak semantics,” that is, the numbers and letters
on its license plate (e.g., 1ABC234 in Figure 11.3). Or yet, one can call a car
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Figure 11.3: People attribute “weak semantics” and meaningful names to physical
(e.g., a car or a house) and virtual existences (a computer program or a file). If
they are unique in some scope, they can be used as identifiers and locators. There-
fore, bindings among names (or name bindings) can capture all sort of relationships
between virtual and physical existences. They can represent semantic relationships
like “contains,” “is contained,” or “close to.” In this example scenario, the car is
“close to” the house, and “contains” the tablet and smartphone. Also, the person “is
contained” in the car.

by its brand, for instance “Bugatti Veyron,” which has more “strong semantics.”
A last example is the binary word obtained at the output of a hashing algorithm.
This binary word (also called hash code) can be used as a name—a self-verifying
name (SVN). In this case, the binary input of the hash function can be the phys-
ical existence of an item itself (e.g., computer program executable, source code,
or information files) or other binary input related to the entity being named (e.g.,
entities’ immutable attributes). In the first case, the name is said to be self-
certifiable, because at any time the existence’s binary words can be hashed again
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to get exactly the same name. In the second case, the perennial physical exis-
tence attributes can be digitalized again to certify the name. Figure 11.3 illus-
trates some hash names calculated for physical and virtual existences. “Hash 1,”
for example, can be obtained from the perennial attributes of “Bidwell Mansion”
in the USA, such as its physical proportions. “Hash 2” can be obtained from car
attributes, like the chassis number or serial numbers. “Hash 3” could be based
on the biometrics of human body. “Hash 4” may be obtained from device serial
numbers or processors’ unique IDs. “Hash 6” may be generated from entire exe-
cutable binaries.

Emerging paradigms, like information-centric networking (ICN) [12, 14, 38]
and service-centric networking (SCN) [3, 8, 37], put naming at the core of
architecture design. According to these approaches, the host-centric Internet is no
longer appropriate for modern requirements, like content distribution, in-network
caching, name-based routing, name resolution, and named-services chaining. By
name-based routing we mean a routing approach that uses content or service
names instead of IP network addresses in packet headers. Name resolution means
to locate an entity by its name, as with in the current Internet where domain
names are resolved to IP addresses. Name-based service chaining means to cre-
ate a chain of services using their names instead of their locations. These authors
contend that contents and services should be named directly, independently of
host naming. Sockets and uniform resource identifiers (URIs) are too limited
for this. The only way to implement these new ideas on the current Internet is
to use the World Wide Web as an overlay. What these paradigms defend is to
replace the current TCP/IP stack “narrow waist” by names. The current Inter-
net naming solution, either v4 or v6, will have a great impact on the IoT. The
IoT also requires the aforementioned improvements, for instance, information
objects naming, in-network caching or named-services chaining, to improve its
efficacy, security, provenance, mobility supports.

Some of the current IoT technologies propose incremental solutions to
overcome Internet naming limitations. MQTT employs a unicode transformation
format (UTF-8) string to create hierarchically named topics that facilitate pub-
lishers’ and subscribers’ meeting. The MQTT brokers filter messages according
to the topics. A topic example is: “Brazil/Minas Gerais/Santa Rita do Sapucai/
Inatel/Room II-17/temperature.” However, MQTT topics fall into the human-
readable names category [14] and therefore suffer from: (i) weak binding to
the real-world entity that produced the information; (ii) security dependence on
name trustworthiness; and (iii) vulnerability to phishing attacks where malicious
names are created similar to real ones to confuse people.

Sastry and Wagner analyzed security issues for IEEE 802.15.4 [32].
Addresses are IEEE-defined 64-bit extended unique identifiers (EUI-64). These
addresses contain numbers that identify organizations and companies behind
nodes. Since IEEE is directly involved in generating these IDs, improved name
binding to real-world authority is provided. The same is true for IEEE 802.15.4e.
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IPv6 addressing is considered by many people as the main claim to change
between IPv4 and IPv6. This is due to the depletion of globally valid IPv4
addresses. IPv6 is used for naming hosts. Due to its large size (128 bits), 6LoW-
PAN emerged. The IETF 6top standard allocates 16-bit identifiers for nodes that
join a network. It is not clear how these IDs are generated.

CoAP URIs are defined as: coap[s]: <host>: <port>/<path> <query>.
Observe that a URI has the same dependence on host names. CoAP follows the
classical request/response model of HTTP. IETF standardized HTTP-CoAP (HC)
mapping using proxies. TCP connections need to be mapped to UDP segments in
the HTTP to the CoAP direction. URI mapping is required to map URIs between
two different protocols—a complex task—an example that adopting two stacks
can create more complexity.

The DDS global name space (GNS) provides data-centric communication
among nodes. Data objects (content) are addressed by topic name and key. Com-
munication among publishers and subscribers only happens if there is a topic
match. DDS topics can have different syntaxes and are specified using script
programming languages, such as interface definition language (IDL), extensi-
ble markup language (XML), or unified modeling language (UML), among oth-
ers. Topic names are typically natural language strings, like “TempSensorTopic”
for a temperature-related topic. Topic names are bound to domains, which have
32-bit integer identifiers. The key is also an integer used to identify records of
the same topic.

These examples illustrate the diversity of naming in IoT technologies. Nam-
ing has an important role in the security and privacy of ICT architectures, and the
IoT is no exception. Ghodsi et al. [14] contend that self-verifying names (SVNs)
have better security properties than natural language names (NLNs), since they
allow straight verification of the binding between name and entity. The conver-
gence of SVNs and the IoT are two topics which are largely underexplored nowa-
days. None of the aforementioned technologies use SVNs right now currently
and many cannot use them even if desired. This is a huge gap to be overcome
for the IoT.

11.2.2 Identifier/locator splitting
Names can be used as identifiers if they are unique in some scope. The scope
can be a domain, a city, or a country, and so on. Therefore, to be used as an
identifier in some scope, a name must be unique in that scope. For example, in
a certain small city, the name “John Smith” can be used as an identifier, while
in other major cities more than one person could have this name. Thus, we can
define an identifier as symbols used to unambiguously identify some individual
existence from others to some extent. The name “Raymond Kurzweil” identifies
the famous entrepreneur and inventor worldwide.
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A locator denotes the current position at which an individual existence inhab-
its or is or attached to in some space. A space is the set of all possible positions
which some individual existence can inhabit or be attached to. Therefore, from
a certain space definition, one can determine how close or far apart two exis-
tences are. Interestingly, a name can be a locator if it is possible to derive
notions of distance from its interpretation. For instance, a geographic coordi-
nate systems is composed of three names: latitude, longitude, and elevation. In
Figure 11.3, consider the famous “Bidwell Mansion” in the USA. The name
“39◦43’ 56.47′′N121◦50′ 36.53′′W” can be used as a locator for this physical
existence, as well as the address “525 Esplanade, Chico, California.” Even the
identifier “Bidwell Mansion” may be used as a locator if it is unique nationwide.
Interestingly, using some mapping system it is possible to derive the notion of
distance between the entities named as “Bidwell Mansion,” “39◦43′′ 56.47′N,”
and “1ABC234.”

The IP network address has a double functionality [5]. It works not only as a
locator for datagram routing on an IP network (or subnetwork), but also as a host
identifier for upper layers on a TCP/IP stack. The IP address is a component of
Internet sockets, together with port numbers and the information about the used
transport layer protocol (TCP or UDP). Services identify other target services
using sockets. Thus, when a computer moves from one network to another, its
IP address changes, affecting established sockets, generating instability in the
session state [5]. Also, observe that this solution enmeshes service names with
host locators, hindering services to communication independently of host loca-
tions. In addition, it makes identifiers opaque, since they will be restricted to
autonomous systems—behind a network address translator (NAT) barrier.

With ID/LOC splitting, IDs are used by the application and transport layers
to identify a node, while the locators are used by the network layer to logically
locate them in the topology and route packets to/from the nodes. Mobility is
supported by rebinding the name used to identify the node to the new locators.
Figure 11.4 illustrates the current situation of Internet node mobility and what
would be a future solution with SVNs as IDs and LOCs.

The majority of current IoT technologies do not support ID/LOC splitting
for sensor and actuator nodes. The exception could be 6LoWPAN with mobile
IPv6 (MIPv6). Montavont et al. [22] contend that MIPv6 can be successfully
used together with 6LoWPAN. Kim et al. [19] propose an approach for mobility
support on wireless sensor networks (WSNs) using ID/LOC splitting. They also
contend that ID/LOC splitting can be supported by IoT nodes despite its energy
fingerprint.

Regarding IoT services, CoAP does not decouple URIs from locators. DDS
employs SDP for service discovery. SDP is based on special topics to provide
service advertising and discovery. Therefore, it supports identifiers decoupled
from underlaying network locators. For this, topic names should be mapped to
DDS-RTPS locators.
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Figure 11.4: In the current Internet, when a node moves from one network to
another, its IP address changes (from 143.106.52.3 to 10.0.0.3), affecting the node ID
and LOC. There is no problem with changing the LOC, but changing the ID causes
inconsistent states in upper-layer applications. In future architectures, the ID and
LOC are decoupled. The ID never changes unless the entity itself changes. Many
emerging ICT approaches use SVNs as IDs or LOCs, but this is far from reality in
the IoT panorama.

One can expect that a significant portion of IoT devices will be mobile.
Therefore, IoT architectures should support devices ID/LOC splitting. However,
networked devices are not the only things that will move in IoT scenarios. Mobil-
ity of services is also a prerequirement. Service ID/LOC is a widely unexplored
problem on in Internet-based SOA. IoT services need to have perennial IDs, mak-
ing them accessible independently of their locators. In addition, to improve trace-
ability and provenance of information, unique identifiers for services and devices
are required. An IoT with NAT creates opaque IDs, which discontinue end-to-end
traceability.

11.2.3 Resources, services, and content orchestration
We envision the challenge related to spontaneous interactions among devices and
the support of a distributed system for that. For example, associations between
devices are routinely created and destroyed by identifying and locating a device,
such as a sensor. According to Presser et al. [28], the idea of “social devices”
requires not only the unique identification of nodes, but also the nodes’ capacity
to discover peers and establish trustable relations, including service-level agree-
ments (SLAs).
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The DDS standard provides mechanisms to expose node interests, as well
as the kind of information each node can provide. DDS automatically connects
to subscribers to topic-related publishers. Also, the nodes (or a support system)
must be capable of semantically interpreting information, allowing them to col-
laborate with each other toward a common objective. MQTT provides a similar
topic-based coordination among services. Interestingly, MQTT-SN allows mul-
tiple broker discovery.

CoAP provides representational state transfer (REST) [7] web services ade-
quate for LLNs. REST-style resource discovery on constrained environments was
defined in IETF RFC 6690 [33]. This RFC proposes the concept of constrained
RESTful environments (CoRE), which aims to perform efficient REST suitable
for current IoT nodes. The aim is to discover IoT resources behind a CoAP web
server, as well as their attributes and formats. The responses to queries are CoRE-
specific links that identify and provide metadata about IoT resources. CoRE pro-
vides the means to create IoT-resource directories.

The IoT requires joint orchestration of physical resources (sensors and actu-
ator nodes), services, and content/information. Current technologies implement
the orchestration of these separately, duplicating systems to deal with the life
cycle of each of these architectural components.

The support for natural language names (NLNs) is required for “semantic-
rich” orchestration. However, NLNs need to be bound to SVNs, to provide
increased security, as previously discussed. The dissemination of unencrypted
NLNs or SVNs to express intent can violate users’ or nodes’ privacy. While
disclosure of topics of interest is fundamental to the exchange of contextual-
ized information, the public disclosure of all interests may affect people’s and
machine privacy.

In addition, SLA support for the orchestration of physical resources and ser-
vices is missing in all approaches. It is required to tie peers together and create
trust networks among IoT resources/services. The absence of agreements govern-
ing the degree of privacy and confidentiality among publishers and subscribers is
noticeable in current standards. Content processing, exchange, and storage need
to be governed by secured contracts (SLAs), which create the required trust net-
works for reliable, private, and secure operation, control, and management.

Physical-world resources need to be securely exposed by software, which
represent them and negotiate SLAs with trustable peers. This process needs
to be more automatic, less dependent on human interference. This is very
important to meet the impressive IoT scales we are going to achieve in the
next decades. The secure, integrated life-cycle management of services and
contents, together with physical resources, will require innovative approaches
and is required for the success of the IoT. Reputation systems, trust network
formation, entities’ social behavior, innovative distributed algorithms, naming,
name resolution, and many other emerging approaches should be elegantly inte-
grated. The balance between expressiveness, “semantic-rich” exposition and
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subscription, constrained resources, and security issues poses a fantastic chal-
lenge for designers of future IoT technologies.

11.2.4 Security, privacy, and trust
The IoT, as a distributed system, would have the same performance hurdles and
security threats as distributed mobile ad hoc networks (MANETs) [9]. Some
common attacks that represent a critical challenge to trust and reputation systems
are described by Zhang in [39].

Sensitive information can be used by control systems that may represent a
threat to safety, or malicious nodes may attempt to disseminate false or corrupted
information. The system should be designed to minimize selfish and malicious
behavior, as well as to support flexible security and privacy mechanisms.

Applications may require a broad range of protocols and security
mechanisms. From simple end-to-end secure channels through public key
infrastructures (PKIs) to distributed reputation and voting systems, ingenious
protocols can be employed using symmetric and asymmetric cryptosystems,
cryptographic key management, authentication, authorization and accounting
(AAA) systems, threshold cryptography, and so on.

On the other hand, security mechanisms to verify authenticity, integrity, and
reputation features may be required for the operation and management of the
network itself. Several distributed cryptographic, trust, reputation, and currency
systems can be combined to promote an integral trust solution, making them
ideal to be employed in applications built by service composition.

Sophisticated trust and reputation systems have been proposed, some of them
even providing distributed reputation and quality assurance for any node, mes-
sage, or piece of information. Some models designed include data-centric trust
establishment (DCTE) [31] frameworks and distributed emergent cooperation
through adaptive evolution (DECADE) [21].

The capacity to securely exchange data and learned knowledge is also a
prerequirement asserted by Presser et al. [28]. MQTT v3.1.1 [10] only pro-
vides general guidance on security. There is no standardized mechanism for
MQTT security. However, it recommends brokers that implement transport layer
security (TLS) via TCP Port 8883. According to this standard, MQTT is just
a transport protocol and security mechanisms are out of scope. Neisse et al.
[23] discuss MQTT security issues and propose policy enforcement rules at the
MQTT layer.

AMQP security is based on TLS over TCP and the simple authentication
and security layer (SASL) or the traditional secure socket layer (SSL) can be
used. Authentication may require human intervention to provide a username and
password when accessing resources’ URIs. However, digital certificates can be
adopted when SSL is selected together with TCP. The AMQP payload can be
encrypted to increase security in communication.
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DDS standardized a more general security model in 2014 [29], where (i) user
requirements are specified; (ii) mechanisms to secure topics and data objects
are provided; and (iii) authorization exists to perform topics and data objects
access or manipulation. The aim is to secure the entire DDS global data space.
According to DDS security standard 1.0 [29], DDS provides secrecy, integrity,
and nonrepudiation of data objects, as well as authentication and authorization of
data writers and readers. There are limited functionalities such as domain joining,
definition of new topics, publishing or subscribing from a specific topic, or even
writing/reading topic values identified by topic keys.

IEEE 802.15.4(e) addresses link layer security issues. Sastry et al. [32] men-
tion that the aims are (i) authentication of devices; (ii) secrecy and integrity of
messages; and (iii) protection against replay attacks. Symmetric cryptography
is used to create a checksum that is transmitted on frame headers and verified
at the receiver’s end. Therefore, a key is secretly shared between transmitter
and receiver. Confidentiality is based on the semantic security technique, which
uses nonces to introduce variability into encryption process. Replay protection is
based on sequence numbering.

Although many of the current IoT technologies provide security solutions,
usually they do so incrementally and are focused on individual requirements,
often depending on the notoriously problematic protocols we have today. Broader
architectural solutions are hardly possible, because new technologies often have
to live with the older ones—many of them designed in times when security and
privacy concerns did not exist. We advocate for more deep rethinking of archi-
tectures to truly address IoT security, privacy, and trust challenges.

11.3 Introducing NG as an IoT Architecture
The NG1 project started in 2008 with this question in mind: Imagine there is
no Internet architecture right now; how could we design it using the best con-
temporary technologies? A vast survey of emerging paradigms for new Internet
architecture was carried out, resulting in a selected list of foundational ingre-
dients. Among them there was the so-called IoT. The project aims to integrate
these ingredients into a cohesive design, where one ingredient favors others, cat-
alyzing the overall potential. In this sense, the IoT was related to many other NG
ingredients such as name-based content and service orchestration.

The recent development in the future Internet architecture shows that
IP-based Internet architecture has limitations when it comes to interconnection
of devices in the world of IoT objects and devices. Scalability and portability
are two points where NG can score over other Internet architectures. NG archi-
tecture will have native support of distributed systems and the ability to evolve

1http://www.inatel.br/novagenesis/.

http://www.inatel.br/novagenesis/
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its functionality to accommodate new, as yet unforeseen, requests over time for
exchange and distribution of data.

A simple NG service is being developed to be embedded at IoT nodes. This
service aims to implement some NG novelties at sensors and actuators, enabling
them to exchange name-based messages, as discussed at subsection 11.3.1. For
small-capacity IoT nodes, proxy/gateway (PG) services can represent them in the
NG cloud, enabling dynamic contract establishment in the name of the “things.”

The PG service (PGS) model provides a distributed gateway and interoper-
ability solution adequate for the heterogeneity of IoT platforms, protocols, and
device implementation. The PGS can also be extended to change configurations
at controlled IoT nodes, as well as to detect their status. This model goes in the
direction of a software-defined IoT, where nodes are controlled by NG services.

The Internet architecture follows a “narrow-waist” design, which has a great
impact on the success of the present Internet. It forces that applications and proto-
cols to be made above the waist, supporting the physical media, physical layers,
and access technologies below the waist. But this has a drawback, especially
regarding the dual semantics of IP addresses and obsolete fields in headers.
As technology evolves, we are talking about the interconnection of billions of
devices. This is where the present Internet architecture faces problems. This is
where IPv6 comes into play, but it also faces problems because of the same “nar-
row waist” and the large size of datagram headers.

The NG pub/sub “narrow waist” resembles the DDS link protocol, but with
the advantage of integrating several FIA ingredients, such as the naming struc-
ture, binding resolutions, software-defined, mobility-friendly, self-organizing,
service-oriented designs. In fact, NG extends DDS in many ways, including
“semantic-rich” integrated orchestration of contents, services, and IoT resources.
NG provides a renewed naming scheme with dynamic messaging, where identi-
fiers are decoupled from locators, supporting mobility by rebuilding name bind-
ings. NG protocols are implemented as services, enabling dynamic protocol
orchestration, self-adaptation, and evolution. They enable the emergence of more
efficient and modern protocols for the IoT, which can operate aware of several
issues such as energy, delay, communication opportunities, and so on.

11.3.1 Naming and name resolution
NG uses natural language names (NLNs) and self-verifying names (SVNs) to
identify entities (physical or virtual) at some scope. When a service is initialized,
it publishes the bindings among several NLNs and SVNs. It may also publish
descriptors exposing its features. Representative services can reveal physical-
world resource capabilities and states.

Every service can be addressed by subscribing to these initial bindings recur-
sively. As the combination of a port number and an IP number addresses a port
in the current Internet uniquely, SVN tuples allow the same for NG services.
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For example, consider a proxy service that inhabits some OS. This service can
generate an SVN, let us say A1, and assume that this name is an address for this
service inside of the local OS.

Likewise, the OS can generate an SVN, let us say B1, and assume that this
name is an address for this OS inside a certain host. The host can also have an
SVN, let us say C1, which can be used to address this host inside a domain
(D1). The resultant tuple, A1–B1–C1–D1, enables any other service to address
a message to this proxy service globally. Additionally, natural language names
linked to this tuple facilitate search and discovery of service access points.

On the current Internet, when a host moves from an autonomous system to
another, its IP address could change, causing a change in the identity of the host.
This results in an undesirable loss of traceability, as well as possible loss of
connection. In the NG approach, there is no loss of traceability, since the host
remains with the same SVN after movement. Suppose the host of the aforemen-
tioned proxy service moves to a new domain, let us say D2. The SVN tuple
changes to A1–B1–C1–D2, while the host continues with the SVN C1 despite
the movement. Therefore, the mobility of a host in the NG approach requires the
removal of the first name binding (C1–D1) from the name resolution service and
the publication of a new name binding between C1 and D2. This solution is self-
similar, since it could be applied for the mobility of any existences, including
content, services, hosts, and so on.

NG SVNs are generated from entities’ immutable patterns, as illustrated in
Figure 11.5. As long as an entity maintains its immutable attributes, its SVN will
be the same. Therefore, even in ephemeral ad hoc networks, entities can pre-
serve their SVNs, while opportunistically connecting and communicating. NG
services maintain contracts that are bound to entities’ SVNs. Thus, an entity’s
reputation can be determined based on contract analysis. Additionally, the NG
pub/sub service can support new techniques like data-driven trust [31].

11.3.2 Identifier/locator splitting
NG allows names to be used as identifiers and locators. NG borrowed the idea of
adopting SVNs as identifiers and locators from other ICT architectures, particu-
larly NetInf [11] and XIA [16]. As previously mentioned, a locator should pro-
vide a notion of distance between entities in some space. As one might expect,
it is not possible to derive such a notion of distance from SVNs—they are flat
(semantic-free names). NG provides a notion of distance by using SVN bindings.

SVNs are certified. They can be checked anytime for integrity. They are flat,
since they do not depend on a network hierarchy. Only the bindings among SVNs
change according to the network hierarchy. SVNs can be globally unique, avoid-
ing the current lack of addresses on the IPv4 Internet. In the case of host mobility,
the services’ addresses (tuples) change, but their identifiers, that is, SVNs, remain
the same (see Figure 11.4). In other words, only the name bindings change.
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Figure 11.5: Naming and name binding on NovaGenesis. Natural language (mean-
ingful) names are related each other creating an ontology. Self-verifying names
(SVNs) are also bound to create a graph of meaningful free names. NLN to SVN
bindings or reverse bindings create the link to accommodate not only “semantic-
rich” orchestration, but also the provenance of the contents.

The SVNs remain the same while the entities do not change their binary pat-
terns or attributes. In summary, NG generalizes ID/LOC splitting to all entities.

11.3.3 Resources, services, and content orchestration
An NG service can publish its name (NLNs and SVNs) bindings to other ser-
vices. This is similar to publishing a graph of names. This publication can reveal
services’ relationships to devices, people, and contents. Figure 11.6 illustrates
this process. Services can reveal their features, interests, and intents publicly or
privately. This is much more extensive and useful to IoT developers than pub-
lishing data in a topic or forwarding topic-based messages. NG accommodates
entire service using NLNs and SVNs.

After revealing their name graphs, services look for possible peers.
Figure 11.7 illustrates the NG service discovery phase. Services subscribe to
NLNs related to their contract interests. Of course, developers will need to pro-
vide meaning full (semantic-rich) keywords to facilitate finding good candidates.
If a service discovers a good candidate (it needs to evaluate this), it publishes a
contract/SLA offer.

Observe that one can develop representative services for “things.” These ser-
vices can reveal the physical features of sensors and actuators, negotiating con-
tracts in the name of “things,” and configuring and managing devices to reflect
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Figure 11.6: Several of Antonio’s applications publish their name bindings using
the NovaGenesis pub/sub service. We call this service the exposition phase. In this
particular example, “Photo App 1” and “Photo App 2” announce that they have
Antonio’s photos, while “Photo store app” announces that it stores Antonio’s pho-
tos. Obverse that natural language names are bound to each entity’s self-verifiable
names. Thus, semantics orchestration employs NLNs first, and SVNs thereafter, to
improve security.
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Figure 11.7: Antonio’s services discover each other using meaningful keywords
(NLSs) and publish contract/SLA offers to candidate peers. Pub/sub may be
encrypted using asymmetric cryptography. Therefore, SLA offers can be kept secret.
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the required QoS, energy restrictions, and tuning for constrained environment.
This approach is adequate for the IoT, since one cannot expect that contempo-
rary IoT devices will be able to establish contracts by themselves.

NG enables services to form trust networks, where every service has a repu-
tation, as in online e-commerce websites that we have today; for example, eBay.
Every service has a reputation and this reputation is verified before establishing
service contracts (SLAs). Thus, services are evaluated regarding possible threats
and risks. Secure services of good quality will prosper, while bad services, sus-
pected of being unsafe, will have their reputation reduced, naturally forcing them
to improve or disappear.

Services may hire agreements with other services to evaluate the reputation of
their mutual SLAs. These reputation services (RpSs) can distributively provide
reputation and quality assurance for any node, message, or piece of information.
Information is secured per se and its dissemination depends on the contracting
establishment and traditional secrecy and integrity mechanisms.

It is only after having established agreements that the services start the secure
exchange of Named information. This is illustrated in Figure 11.8. Interestingly,
to those entities authorized to view it, content provenance can be broadly veri-
fied, as illustrated in Figure 11.9. NG publishes name bindings from a distributed
web of relationship representations, enabling authorized services to navigate
among contents, services, and hardware relationships. Authorized services can
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Smartphone 1

Photo store
app

Here are
my

photos!! 

Here are
my

photos!!

Photo
app 2

Smartphone 2

Checking data
integrity and
provenance.

Figure 11.8: After SLA establishment, services can securely publish and subscribe
data to their peers. Now, data integrity can take advantage of self-verifying names
and their bindings. The two photo applications send their pictures to the “Photo
store app.”
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Figure 11.9: Provenance can be determined by decrypting SVNs backward from
the subscriber service up to the original content publisher. For instance, the SVN
“01011223. . . ” of the female picture can be bound to the SVN “FA32412. . . ” of the
“Photo store app.” By resolving this name binding, an authorized entity can deter-
mine the provenance and integrity of the exchanged data. This approach can be
allied to the established SLAs among services, enabling the creation a trustable fel-
lowship of “things,” representative software in the IoT context.

derive complete graphs of relationships, clearly determining provenance, nonre-
pudiation, and other security properties. Name bindings can be encrypted using
asymmetric cryptography, linking entities to SVNs, as recommended by Ghodsi
et al. [14].

Traditional security services, like PKI, distributed reputation, and voting sys-
tems need to be mapped to NG abstractions. Novel approaches can emerge when
combining the NG service framework with contemporary security techniques.
However, this subject is still in its beginnings and intensive research is required.

11.3.4 Security, privacy, and trust
The NG security model is founded on the following cornerstones:

� Self-verifiable names: These have better security properties than natural
language names [14]. They enable data integrity checks and can be aggre-
gated using name bindings, providing very good scalability for message/
packet forwarding or routing.

� Pub/sub communication model: Represents a change from the traditional
“receiver accepts all” paradigm to a loosely-coupled pub/sub model
[13]. In the pub/sub paradigm, contents are published by services and
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subscribed to by others. Thus, a service publishes a content and autho-
rizes other services to subscribe. A target communicating service needs
to be authenticated and obtain authorization to have access to certain
information. Pub/sub allows a secure, asynchronous rendezvous between
publishers and subscribers. NG extends this model with SLAs among ser-
vices. It also enables revocation of published bindings and data, as well
as changes to authorizations.

� Contract-based model: Serviceable information is transferred using pub-
/sub only after establishing an SLA. This enables the formation of trust
networks among services, especially representative services for physical-
world “things.” “Things” cannot compute by themselves (maybe in future
they will in the future), so they require software representatives. Repre-
sentative services can establish SLAs in the name of “things,” exposing
its features, capabilities, constraints, status, and so on to peer orchestra-
tion services. Policy enforcement can be carried out in the context of
negotiated SLAs.

� Self-organizing services: This allows the formation of a service’s “social
behavior,” which can facilitate recognition of illegal/misbehaving ser-
vices and malicious content. It enables the incorporation of immuno-
logical systems aspects in IoT scenarios. One can expect that malicious
devices will try to get illegal access to or threaten IoT services, causing
real damage, especially in smart home, e-Health, smart grid, and public
service environments. In addition, many of the required actions to main-
tain safety and privacy will be intensive and on huge scales; therefore,
self-organization based on user policies is a good premise [28].

� Unbiased contract, reputation, and trust evaluation: Such resources will
allow a virtuous cycle of increasingly enhanced solutions for security and
privacy. Autonomous decision cycles require precise evaluation of SLA
results obtained. Reliability and risk can be better determined if precise
and trustworthy estimates of reputation and trust are available.

� Built-in policy definition and enforcement: Service contracts can imple-
ment user/machine policies, enforcing their application in the autonomic
cycle of “things,” representatives.

� Distributed algorithms: Pub/sub and SLA-based orchestration creates an
environment that favors distributed key generation and cryptography.
Voting and coordination of entities can be established toward “social
devices,” security, privacy, and trust. Distributed/hierarchical certification
chains are also a possibility.

� Deterministic building: Self-verifiable naming claims for determin-
istic building (or compilation) of source codes. Such deterministic
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compilation guarantees that the same SVN will be generated for a certain
program every time it is compiled. Therefore, if any additional executable
code is inserted into a service, its SVN will change, indicating possible
back doors.

What NG can offer for IoT scenarios is the synergistic integration of these
foundations toward a modern architecture that addresses IoT challenges as
deeply as required. Current technologies will face limitations regarding naming,
name resolution, communication models, mobility support, flexibility, elasticity,
scalability, among other aspects. What this model offers are the mechanisms to
create emerging trustable fellowships of social, self-organizing “things,” together
with their software-as-a-service representatives, creating a state-of-the-art archi-
tecture to face the security, privacy, and trust requirements one may expect on
the future Internet.

11.4 Example Scenario
In the next decades, the quantity of devices on the Internet will increase expo-
nentially. The “things” will be the majority of devices—there will be no Internet
anymore without the things. Therefore, the Internet will certainly feel the pres-
sures of an army of network-enabled devices that will require scalability, unique
naming, addressing, secure and private handling of information, mobility, and so
on. The benefits of the IoT will be huge, as well as the challenges behind it. The
“things” will be the sensorial and actuating system of our converging human–
machine technologies. Every application will have detailed physical-world infor-
mation to make better decisions. Software-defined micro- and nano-“things” will
ultimately lead to the emergence of so-called programmable matter.

However, to illustrate the ideas addressed in this chapter, we selected an
ordinary scenario we have today, which converges a smart home environment
with climate monitoring systems. Figure 11.10 illustrates this scenario, applying
NG’s aforementioned paradigms. In this figure, representative services named
with natural language and self-verifiable names reveal “things,” capabilities and
status, representing them in contract establishment and pub/sub information
exchange and storage.

The required actions emerge as a “social behavior” of “things,” their software
representatives, and smart assistants. The aim is to close a room window if there
is nobody at home and a violent storm is coming. A service represents the win-
dow. Many other software applications could represent the presence sensors that
determined there was nobody at home. All these representative software applica-
tions should be in the same “fellowship” as a smart home assistant. The assistant
can correlate the available knowledge and decide to close the window or not in
the case of some triggering event. The owners can specify policies beforehand
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Figure 11.10: An example scenario of NovaGenesis model for the IoT.

for managing and controlling their “things,” including safety procedures in the
case of natural disasters.

This solution scales very well, since it is distributed and bottom up, taking
advantage of pub/sub and self-verifiable naming. Imagine now you have not just
one window, but thousands of “things” forming a trustable fellowship of devices
at your home. Who is going to manage or control these devices? You? No, they
will manage themselves according to policies you (or some operator) define. The
IoT requires a secure auto-pilot—a self-driven society of devices, representa-
tives, and assistants/controllers; a smart solution capable of dealing with billions
of devices, their privacy, secrecy, and content provenance. This is illustrated in
Figure 11.11.

We envision the future Internet with “swarms” of physical-world represen-
tative services to represent our physical-world resources; let us say computers,
cars, roads, streets, energy systems, forests, transportation systems, farms, and
so on. These representatives will form name-based, trustable fellowships, which
will enrich the decision-making of assistants, controllers, and managers. Follow-
ing the right policies, these “swarms” of IoT services will help our information
society to address the most important problems we have today, including envi-
ronmental, social, economic, safety, and so on.

In summary, a smart ICT architecture for the IoT will enable people to
express their intents, preferences, and policies, which will drive intelligent appli-
cations toward better use and sharing of our fixed or mobile physical-world
resources, creating a self-organizing solution, where protocols are dynamically
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Figure 11.11: NovaGenesis approach for a secure, trustable IoT.

changed to maximize efficiency, security, and privacy, alleviating error-prone,
ordinary tasks, as the Internet scales to much higher astronomical numbers.
NG offers an exciting environment for developing and deploying these ideas,
enabling us to integrate “things,” services, and information security, privacy,
and trust.
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Abstract
In MANETs, cooperative authentication, requiring the cooperation of neighbor
nodes, is a significant authentication technique. However, when nodes participate
in cooperation, their location may easily be tracked by misbehaving nodes; mean-
while, their resources will be consumed. These two factors lead to selfish nodes,
reluctant to participate in cooperation, and will decrease the probability of cor-
rect authentication. To encourage nodes to take part in cooperation, we propose a
bargaining-based dynamic game model for cooperative authentication to analyze
dynamic behaviors of nodes and help nodes decide whether or not to partici-
pate in cooperation. Further, to analyze the dynamic decision-making of nodes,
we discuss two situations: complete information and incomplete information,
respectively. Under complete information, subgame perfect Nash equilibriums
are obtained to guide nodes to choose their optimal strategy to maximize their
utility. In reality, nodes often do not have good knowledge about others’ util-
ity (this case is often called “incomplete information”). To deal with this case,
the perfect Bayesian Nash equilibrium is established to eliminate the implausi-
ble equilibriums. Based on the model, we designed two algorithms for complete
information and incomplete information, respectively, and the simulation results
demonstrate that, in our model, nodes participating in cooperation will maxi-
mize their location privacy and minimize their resource consumption with an
increased probability of correct authentication. Both the algorithms can improve
the success rate of cooperative authentication and extend the network lifetime to
160%–360.6% of the present value.

Keywords: incentive strategy; cooperative authentication; dynamic game;
MANET
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12.1 Introduction
The mobile ad hoc network (MANET), recognized as a ubiquitous approach
for many applications such as habitat surveillance and environment monitoring,
has become a focus of research in recent years [1]. Technically, MANET is a
multihop wireless autonomous system without fixed infrastructures [2] and has
three important features: (1) Node resources (e.g., computing and communica-
tion resources) are limited; (2) they are interconnected through wireless links,
such as those formed by Bluetooth and Wi-Fi in ad hoc mode; and (3) they
are often deployed within openly hostile environments [3]. Thus, MANET suf-
fers from an increasing number of security threats (e.g., unauthorized access and
injection of false data) with high risks.

In order to cope with those security threats, cooperative authentication has
been proposed in recent years [4–13]. Generally, there are three kinds of nodes
in cooperative authentication: source nodes, neighbor nodes, and a sink node
(these are discussed in detail in Section 12.3). If a source node wants to prove
the authenticity of its message to the sink node, it requests its neighbor nodes to
participate in cooperation. If all neighbor nodes believe the message is true, then
the sink node also believes it is true. Such an approach can effectively enhance
the probability of correct authentication1 (PCA). Generally, the more neighbor
nodes participate in cooperation, the higher the value of the PCA. Cooperative
authentication not only drastically enhances the PCA, but also mitigates the ver-
ification overheads of the sink node.

Although cooperative authentication demonstrates these advantages, selfish
nodes may be unwilling to participate in cooperation due to the following rea-
sons. (1) Leakage of location privacy: Generally, communication between nodes
relies mostly on open wireless channels, and the locations of nodes can be easily
exposed to a misbehaving node [14, 15]. (2) Consumption of resources: Par-
ticipating in cooperation tends to consume more of the node’s resources and
decreases its overall lifetime. Those two factors make nodes disinclined to par-
ticipate in cooperation and reduce the PCA. Thus, incentivizing an appropriate
number of nodes to participate in cooperation is a key issue.

In order to solve the above problem, we propose a bargaining-based dynamic
decision to balance the conflict between increasing the PCA and decreasing the
loss of nodes participating in cooperation. Our core idea for this issue is to incen-
tivize an appropriate number of neighbor nodes to participate in cooperation by
using a virtual currency and to maximize their benefits at an acceptable cost via
a dynamic game. In summary, our main contributions are as follows:

1. To encourage an appropriate number of neighbor nodes to participate in
cooperation, we proposed a bargaining-based dynamic game model2 for

1Authentication is correct if true or false messages are correctly recognized.
2We assume that neighbor nodes are rational individuals; that is, they decide locally whether or not to

participate in cooperation based on their utility.
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cooperative authentication to analyze the dynamic behaviors of all nodes
and help nodes decide whether or not to take part in cooperation.

2. To analyze the dynamic decision-making of nodes, we discussed two sit-
uations of the dynamic game, with complete and incomplete information,
respectively. We obtained subgame perfect Nash equilibriums and perfect
Bayesian equilibrium under complete and incomplete information, respec-
tively, to guide nodes to choose an optimal strategy to maximize their
utility.

3. Based on our model, we designed two algorithms under complete and
incomplete information, and the simulation results show that nodes partic-
ipating in cooperation will maximize their location privacy and minimize
their resource consumption while ensuring the value of the PCA. They can
improve the success rate of authentication and extend the network lifetime
to 160%–360.6% of the current value.

The remainder of this chapter is organized as follows: In Section 12.2, we
present existing related work. Section 12.3 introduces the mechanism of coop-
erative authentication in MANET. Section 12.4 proposes a bargaining-based
dynamic game model for cooperative authentication. The fifth section analyzes
the dynamic game and develops two algorithms based on analysis results. Sec-
tion 12.6 conducts experimental results to demonstrate the effectiveness of our
model. Finally, Section 12.7 concludes the chapter and presents future work.

12.2 Related Work
The authentication problem, privacy problem, and dynamic behavior problem of
MANETs have been studied by many researchers. In this section, we present
the existing research studies related to the cooperative authentication mechanism
and location privacy protection in mobile ad hoc networks, incentive strategy,
and game theory.

12.2.1 Cooperative authentication
Due to limited resources and weak computing ability, most authentication mech-
anisms that work effectively for the Internet are unfit for wireless networks. To
solve this problem, lots of authentication mechanisms have been proposed; coop-
erative authentication is an important one.

Nyang et al. [6] presented a cooperative public key authentication scheme,
where a node stores a few hashed keys for other nodes and uses them to authen-
ticate messages cooperatively. This scheme avoids cryptographic operations and
can be used in the network with constrained resources. However, it is only
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designed for one-hop authentication, which makes it impractical and inefficient
for a conventional multihop wireless network. To solve this problem, Moustafa
et al. [12] employed a Kerberos authentication model, where the Kerberos server
is managed by the network service provider and plays the role of a trusted third
party for ad hoc nodes.

Although these schemes provide a degree of authentication, they increase the
authentication burden and the nodes’ computation overhead. To deal with this
problem, Zhu et al. [7] used a hash message authentication code to authenticate
messages cooperatively and alleviate the authentication burden by only verify-
ing a small number of messages. Additionally, Hao et al. [5, 8, 13] proposed
a cooperative message authentication protocol in vehicle networks. They aim to
alleviate vehicles’ computation overhead by means of sharing verification results.

Those mechanisms can alleviate the authentication burden and computa-
tion overhead of nodes. However, as they rely on the sharing of verification
results between nodes, and reliable result sharing requires trust transitivity, the
accuracy and reliability of authentication may be low. To solve this problem,
Lu et al. [4] proposed a bandwidth-efficient cooperative authentication scheme
to detect and filter injected false data with a high en-routing filtering prob-
ability. This scheme adopts a cooperative neighbor and router-based filtering
mechanism. Additionally, Vijayakumar et al. [10] proposed highly secured coop-
erative trusted communication using an object link state routing protocol and
message authentication between nodes. However, too many cooperative nodes
lead to greater authentication overheads. Lin et al. [9] proposed a cooperative
authentication scheme to eliminate redundant authentication of the same mes-
sage by different vehicles. This scheme can reduce the authentication overheads
of individual vehicles and shorten authentication delay.

Despite the fact that these mechanisms can improve the accuracy and relia-
bility of authentication, they require the unselfishness and cooperation of nodes.
These requirements often lead to location privacy leakage and resource consump-
tion for cooperative nodes, and further reduce the willingness of nodes to coop-
erate. Thus, a conflict is raised between increasing willingness of cooperation
and decreasing the loss of cooperative nodes. Few studies have looked at such a
conflict. Now, balancing this conflict has become a critical challenge in the area
of cooperative authentication.

12.2.2 Cooperation incentive
In order to encourage nodes to be cooperative, various incentive strategies have
been proposed, such as price-based [16–18] and reputation-based [19]. The basic
idea of a price-based incentive strategy involves providing incentives by way of
virtual currency paid to nodes for offering services. Zhang et al. [16] consid-
ered bandwidth exchange as payment to encourage cooperation. Zhang et al.
[17] proposed controlled coded packets as a virtual commodity currency to
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induce cooperative behaviors and reduce overheads. The reputation-based incen-
tive strategy uses the historical behaviors of nodes to assess their reputation, and
then distinguishes the cooperative nodes from the malicious (selfish) nodes by
setting a reputation threshold. Refaei et al. [19] introduced a time-slot mechanism
and proposed an adaptive reputation-based incentive mechanism to monitor the
changes in node behavior quickly and accurately. Considering all factors affect-
ing willingness to cooperate, we used fortune as a virtual currency to provide
cooperation incentives.

12.2.3 Conflict balancing
Game theory is a mathematics theory which is adept at modeling conflict
situations, analyzing the behavior of participants and predicting their deci-
sion. Manshaei et al. [20] overviewed existing research on security and privacy
in networks using game-theoretic approaches. Freudiger et al. [15] analyzed
the conflict between location privacy protection and the costs of pseudonym
changes in MANET and achieved balance between maximum location privacy
and minimum cost. Chen et al. [21] used coalitional game theories to evaluate
cooperation in VANETs, while presenting a scheme to stimulate cooperation in
message forwarding. We built a static game model for cooperative authentica-
tion to help nodes make decisions in our previous research [22] and assumed
that the players chose actions simultaneously. However, this assumption did
not fit the situation of dynamic decision-making, where each player performs
a sequence of actions according to others’ serial strategies. The reason is as fol-
lows: When a later player makes a decision, it will naturally adjust its strategy
selection according to the strategies of the earlier players. So, it is important to
study a dynamic game model to help nodes decide whether or not to participate
in cooperation.

12.3 Preliminaries
As shown in Figure 12.1, cooperative authentication consists of a sink node ns

and a set of mobile nodes MN = {n0, n1, . . . } randomly deployed in a certain
area [4], where ns is a data collection unit with sufficient resources and any two
nodes share a key pair for authentication.

In Figure 12.1, if n0 (also called the source node) wants to send a message
m to ns via an established routing path and prove its authenticity, it first selects
k neighbor nodes (denoted as k-NNs = {n1, . . . , nk}) from all neighbor nodes3

(denoted as NNs = {n1, . . . , nN}, where k 6 N4 and N is the number of NNs),

3The NNs of a node refer to the nodes within its one-step transmission range.
4If k > N, the single process of cooperative authentication fails; while if k > N is always true, it means

that the network has expired.
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Figure 12.1: Basic network model of cooperative authentication.

and then sends m to its k-NNs and requests them to cooperatively authenticate m.
The k-NNs return a one-bit message authentication code (MAC) which denotes
whether or not m is true. After receiving MACs, n sends m and k-bit MACs to
ns. If all k-NNs believe m is true, then ns also believes it is true. Otherwise, it is
false and is rejected. Generally, nodes may be compromised by adversaries with
probability ρ. As shown in [4], any false identity/message will be recognized
if the following conditions are satisfied simultaneously: (1) at least one uncom-
promised NN participates in cooperation; and (2) adversaries cannot completely
and correctly guess all MACs generated by uncompromised NNs. The PCA is
formulated as Equation 12.1:

PCA = 1−
k
∑

i=0

(

k
i

)

×ρi× (1−ρ)
k−i×

1
2k−i (12.1)

Given the PCA and ρ, we can calculate k from Equation 12.1; that is, the least
number of NNs (denoted as minCNN) that should participate in cooperation.
The higher minCNN is, the more resources are consumed and the more location
privacy is exposed. So, our goal is to incentivize precisely minCNN nodes to
participate in cooperation.

12.4 Bargaining-Based Dynamic Game Model
for Cooperative Authentication

In this section, we propose a bargaining-based dynamic game model for coop-
erative authentication. We present, in detail, an improved bargaining mechanism
[22] to incentivize an appropriate number of neighbor nodes to be cooperative
and design a dynamic game to support dynamic decision-making.
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12.4.1 Bargaining mechanism
In order to incentivize selfish nodes, we regarded authentication services pro-
vided by cooperative nodes as “goods” and proposed a bargaining mechanism to
improve the cooperation willingness of nodes. In our mechanism, the buyer is n0

and the sellers are NNs.

12.4.1.1 Factors affecting price

First, we discuss factors affecting the asking/bidding price.

1. The attribute of message m:

The attributes of the authenticating message, including the message length
lm, lifetime of message TTLm, and the importance of message Impm, are other
important factors impacting the reservation price. The longer and more impor-
tant the message, the higher the reservation price.

2. Leakage of location privacy:

Here, similar to most approaches concerning quantifying location privacy
[23], the adversary’s uncertainty is used to measure the location privacy level
Privi of ni, as in Equation 12.2a.

(a) : Privi =−
M
∑

d=1
p (locd |loci) log2 p (locd |loci)

(b) : Privi
max= log2 M

(c) : DLPPi = Privi
Privi

max
,0 6 DLPPi 6 1

(12.2)

where p(locd | locd) denotes the conditional probability with which the pre-
dictive location locd corresponds to the true location loci (1 6 i 6 N) and M
is the number of locations.

If the conditional probability is of a uniform distribution, then Privi reaches
the maximum Privi

max, as in Equation 12.2b. DLPPi in Equation 12.2c
denotes the degree of location privacy preservation of ni. For simplicity,
Privi

cons denotes the location privacy leakage for a cooperative process and
DLPPmin is a lower threshold to expose location privacy.

3. Node energy:

We use three metrics to measure the energy of ni: the initial energy Eneri
max,

the current remaining energy Eneri
remn and the consumed energy Eneri

cons =
αm +βm× lm (where αm and βm are weights) for a cooperation authentica-
tion process. Let Eneri = Eneri

remn/Eneri
max denote the fraction of remaining

energy of ni and Enermin is a survival threshold.
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4. Bandwidth:

We assume the bandwidth of the channel is BWmax. For a given value m,
BWm = lm/TTLm is the required bandwidth. The utilization of bandwidth is
denoted by BW i = BWm/BWmax.

5. Required number of cooperative neighbor nodes:

To guarantee that the PCA reaches a given threshold value, we must ensure
that a given number of neighboring nodes participate in the process of coop-
erative authentication. Please note that higher numbers of cooperative nodes
do not necessarily imply a better service quality: the more neighboring nodes
that participate in cooperative authentication, the higher the value of PCA that
is reached and at the same time the more resources are consumed. Given the
positive authentication probability PCA, the required number of cooperative
neighboring nodes can be obtained via Equation 12.1 with the number repre-
sented by minCNN and requiring minCNN 6 N.

6. Fortune:

We use fortune as a virtual currency to pay for each authentication service
and provide a cooperation incentive. Let FT i denote the fortune of ni and FLi

represent the fortune level of ni, where FLi is defined as in Equation 12.3.

FLi =











FTi/pl if FTi 6 pl

(2FTi +wl− pl)/(pl+wl) if pl < FTi 6 wl

2(wl− pl)/(pl+wl)+FTi/wl if FTi > wl

(12.3)

where:

pl denotes the “poverty line”

wl denotes the “wealth line”

pl < wl.FLmin is the payment capability threshold for nodes

12.4.1.2 Bargaining-based price

The bargaining-based price consists of the price offered by the buyer and the
price asked by the seller.

1. Price offered by buyer:

If n0 requests NNs authenticate m, n0 first calculates cost price C0, reservation
price R0 (R0 is the highest price that n0 agrees to pay for the authentication ser-
vice), and loss of no authentication LONA0 based on the attributes of the mes-
sage and authentication request, and then offers a bidding price B0 depending
on C0 and R0, as in Equation 12.4.
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C0 = wC0 ×minCNN× lm×BWm, C0 > 0
R0 = wR0 × Impm×FL0×C0, R0 >C0

B0 = wB0 ×R0 +(1−wB0)×C0, C0 6 B0 6 R0 and B0 6 FT0

LONA0 = wL0× Impm, LONA0 > 0
(12.4)

where wC0 ,wR0 ,wB0 ,wL0 are weights.

2. Price asked by seller:

Before the seller ni (1 6 i 6 N) participates in cooperation, it calculates its
own cost price Ci and reservation price Ri (Ri is the lowest price for which ni

agrees to provide the authentication service), and then offers an asking price
Ai depending on Ci and Ri as in Equation 12.5.

Ci = wCi × lm×BWm×

(

vCi ×Privi
cons+

(1− vCi)×Enercons

)

,Ci > 0

Ri = wRi × (1−DLPPi)× (1−Eneri)×BWi×Ci/FLi,Ri >Ci

Ai = wAi ×Ri, Ci 6 Ri 6 Ai

(12.5)

where wCi(wCi > 0), vCi(0 6 vCi 6 1)wRi and wAi are weights. We assume that
nodes care about both Privi

cons and Enercons equally and set vCi to 0.5.

12.4.1.3 Bargaining procedure

When n0 requests its NNs authenticate m, the price bargaining between the buyer
and potential sellers is conducted as in the following procedures.

1. The buyer offers a bidding price:

The buyer n0 first calculates C0,R0 and LOAF0 from Equation 12.4. It selects
and offers a suitable B0. Then, n0 broadcasts an authentication request with
the parameters of m (lm, TTLm, Impm, and Enercons) to NNs.

2. The potential sellers offer an asking price:

After ni (1 6 i 6 N) receives an authentication request, it calculates Ci and Ri

from Equation 12.5, and then price Ai is selected and offered.

3. The buyer selects a sellers’ coalition:

Let C= {C ∈2NNs|
∑

ni∈C
Ai 6 B0 and |C|> minCNN} denote the set of optional

sellers’ coalitions, where C is a coalition whose members meet the conditions
that

∑

ni∈C
Ai 6 B0 and the number of sellers is not less than minCNN. If |C| >

1, then the buyer chooses the coalition SC = argmin
C j∈c

∑

ni∈C j

Ai as the sellers’
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coalition. If |C| = 0, then the bargain fails. In this case, to bargain successfully,
n0 can increase B0 with the constraint that B0 6 R0.

4. The buyer pays for the authentication service:

If SC exists, the bargain is struck at the agreed price AP as in Equation 12.6.
The buyer pays AP for the authentication service.

AP = α×B0 +(1−α)×
∑

ni∈SC
Ai,(0 6 α6 1)

ASi = Ai +(AP−
∑

ni∈SC
Ai)/|SC|

(12.6)

5. The sellers authenticate:

Each cooperative seller ni∈SC receives an allocation price ASi, as in Equa-
tion 12.6, as payment and authenticates the message of n0. Other nodes receive
nothing.

12.4.2 Dynamic game
We propose a dynamic game for cooperative authentication with consideration
of location privacy leakage and resource consumption in a rational environment.
Each node seeks to obtain most benefit at least cost.

Definition 12.1 G = (P, S, U) denotes the dynamic game for cooperative authen-
tication, where P, S, and U are the set of players, strategies, and utility function,
respectively.

12.4.2.1 Players

P = {Pi}
N
i=0 is the set of players, where P0 denotes n and Pi (1 6 i6N) represents

ni (where ni∈NNs).

12.4.2.2 Strategy

S = {si}
N
i=0 is the strategy set of all players. si (0 6 i 6N) is the strategy of Pi and

the strategy set s−i denotes strategies chosen by other players. For simplicity, S
can be rewritten as S = (si, s−i). In cooperative authentication: (1) when P0 has m
requiring authentication, it has two options: cooperation (CP), which represents
that it requests Pi (1 6 i 6N) to authenticate m, and noncooperation (NC), which
expresses that it refuses to send m to Pi for authentication. (2) When Pi (1 6

i 6 N) receives an authentication request, it also has two choices: cooperation
(CP), which indicates that it would like to authenticate m, and noncooperation
(NC), which shows that it rejects the request to authenticate m. Thus, the set Si

(0 6 i 6 N) for strategies of Pi is {CP, NC}.
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12.4.2.3 Utility function

U = {ui}
N
i=0 is a set of utility functions, ui(si, s−i) denotes the utility function of

Pi under si, and s−i. ui(si, s−i) (0 6 i6N) are defined as Equations 12.7 and 12.8:

u0(s0,s−0) =











R0−AP if s0 =CP and ∃SC

−C0 if s0 =CP and 6 ∃SC

−LONA0 if s0 = NC

(12.7)

The term u0(s0, s−0) in Equation 12.7 shows that: (1) P0 earns the differ-
ence between R0 and AP when the bargain succeeds; (2) if P0 chooses CP, but
the bargain fails, P0 should pay C0 as punishment for the failure caused by its
unreasonable offer B0. This punishment is realistic, as it can make P0 offer a rea-
sonable B0 to improve the possibility of a successful bargain; (3) if P0 chooses
NC, P0 should pay for LONA0

ui(si,s−i)(1 6 i 6 N) =











ASi−Ri if si =CP and Pi ∈ SC

−Ci if si =CP and Pi /∈ SC

0 if si = NC or s0 = NC

(12.8)

The term ui(si, s−i) (1 6 i 6 N) in Equation 12.8 implies that: (1) If the bar-
gain succeeds and Pi∈SC, it receives the utility as the difference between ASi

and Ri; (2) if Pi chooses CP, but Pi /∈SC, it pays Ci as punishment for its unrea-
sonable asking price Ai. This punishment has realistic significance in G, as it
can inhibit the behavior of too many players trying to participate in cooperation,
which results in the consumption of extra resources, and make Pi offer a reason-
able Ai to improve the possibility of a successful bargain; (3) if Pi refuses to be
cooperative, it receives no utility.

12.5 Analysis of Dynamic Game Model for Cooperative
Authentication

In this section, we discuss two situations in G: the dynamic game with complete
information (C-G) and incomplete information (I-G), respectively. C-G requires
that each player can observe actions and have common knowledge about the
strategy spaces and utility functions of other players. Each player in I-G knows
all strategy types of the “nature” players5 and the probability corresponding to
each type, but it does not know which type the actions of other players belong to.

5The “nature” player refers to a player who assigns a random variable, which could take values of
types for each player, to each player and associates probabilities or a probability density function with
those types.
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12.5.1 Dynamic game with complete information
In C-G, each rational player intends to choose the optimal strategy that maxi-
mizes its utility.

Definition 12.2 The best response of Pi to the strategies of other players is a strat-
egy s∗i such that s∗i = arg max

si
ui(si,s−i).

Definition 12.3 A strategy profile S∗i is the Nash equilibrium (NE); if, for each Pi

(0 6 i 6 N),ui(s∗i ,s
∗
−i)> ui(si,s∗−i).

In C-G, each player takes sequential actions according to the serial strategies
of other players and follows a sequential rationality premise; that is, when the
buyer makes a decision, it naturally adjusts its strategy selection according to the
actions of the sellers while each seller rationally expects this situation and con-
siders the effect of its strategy selection on the buyer. Such a premise requires
that any player should dynamically choose its optimal strategy according to cir-
cumstances, rather than sticking to its existing strategy. This derives the concept
of the subgame6 and leads us to the essence of the subgame perfect Nash equi-
librium (SPNE) [24].

Definition 12.4 A strategy profile S∗ = (S∗1 , . . . ,S
∗
n ) described by an extensive

game tree (also called extensive form) is a SPNE if each subgame of the original
game is NE.

In C-G, a strategy profile, which consists of a CP strategy taken by players
who belong to a successful bargaining for more utility and an NC strategy taken
by other players for less loss, satisfies SPNE.

Theorem 12.1
Let Ck (where Ck ⊂(P − P0)) be a set of cooperative players such that

∑

Pi∈Ck
Ai 6 B0

and |Ck|> minCNN. There is a strategy profile s∗i satisfying SPNE for C−G if there
exists such Ck where

s∗i =















CP i f Pi = P0

CP i f Pi ∈ SC(where1 6 i 6 N)

NC else

.

6The subgame of a finite game in extensive form is a part of the original game that consists of an initial
node within a singleton information set and all subsequent successors.
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Proof. In the condition
∑

Pi∈Ck

Ai 6 B0 and Ck| > minCNN, no player, P0 or

Pi ∈ Ck, has an incentive to unilaterally deviate from cooperation to non-
cooperation; then no player who is not in P0 ∪ Ck (the set of such play-
ers is denoted as D) unilaterally deviates from noncooperation to coopera-
tion. For P0, its utility is equal to u0 = R0−AP > 0 when its strategy is
CP and is greater than the utility − LONA0 when its strategy is noncooper-
ation (because

∑

Pi∈Ck

Ai 6 B0 and 0 6 α 6 1, thus AP = α× B0 + (1− α)×
∑

ni∈Ck

Ai 6 B0; and as R0 > B0 and LONA0 > 0, so R0−AP > 0 > −LONA0).

So the best strategy for P0 is CP. For any player Pi ∈ Ck, its utility is ui =
ASi − Ri = Ai + (α×B0 +(1−α)×

∑

ni∈Ck

Ai−
∑

ni∈Ck

Ai)/
∣

∣Ck
∣

∣− Ri = Ai − Ri +

(α(B0−
∑

ni∈Ck

Ai))/
∣

∣Ck
∣

∣

> 0 (because
∑

Pi∈Ck

Ai 6 B0 and Ri 6 Ai) when it chooses

the cooperative strategy; while if its strategy is NC, its utility is equal to zero.
So, it does not unilaterally deviate from cooperation to noncooperation. Simi-
larly, if any player Pi ∈ D unilaterally changes its strategy from NC to CP, then
its utility ui = −Ci < 0, because Ci > 0 is always smaller than zero, which
equals the utility for its NC strategy. Hence, no player unilaterally changes
its strategy to gain more utility and the strategy profile s∗i achieves SPNE
when |Ck|> 1.
Note: The precondition of Theorem 12.1 is that Ck exists. However, for the sit-
uation that Ck does not exist, Pi (1 6 i 6 N) always selects the NC strategy for
more utility, while the decision of P0 varies with its cost price and LONA0. So,
we are able to deduce two lemmas.

Lemma 12.1
Let Ck (where Ck ⊂(P −P0)) be a set of cooperative players such that

∑

Pi∈Ck
Ai 6 B0

and |Ck|> minCNN. There is a strategy profile s∗i satisfying SPNE for C−G if such
Ck does not exist and LONA0 >C0, where

s∗i =

{

CP if Pi = P0
NC if Pi(1 6 i 6 N)

Proof. Similar to the proof of Theorem 12.1, P0 does not unilaterally deviate from
cooperation to noncooperation, as its utility ui =−LONA0 would be less than C0

(because LONA0 >C0 > 0). Similarly, there is no player Pi (1 6 i6N) that has an
incentive to unilaterally change its strategy from noncooperation to cooperation
as its utility ui = −Ci < 0 (because Ci > 0) is always smaller than zero, which
equals the utility for its NC strategy. Hence, no player unilaterally changes its
strategy to gain more utility and the strategy profile s∗i achieves SPNE.
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Lemma 12.2
Let Ck (where Ck ⊂(P −P0)) be a set of cooperative players such that

∑

Pi∈Ck
Ai 6 B0

and |Ck| > minCNN. There is a strategy profile s∗i satisfying SPNE for C-G if such
Ck does not exist and

LONA0 6C0, where s∗i =

{

NC if Pi = P0
NC if Pi(1 6 i 6 N)

Proof. Similarly to the proof of Lemma 12.1, P0 does not unilaterally change its
strategy from noncooperation to cooperation, as its utility ui =−C0 would be less
than −LONA0 (because LONA0 6 C0). Similarly, for any player Pi (1 6 i 6 N),
its utility is ui =−Ci < 0 (because Ci > 0) if it chooses the cooperative strategy
CP; while, if its strategy is NC, then its utility is equal to zero. So, there is no
player Pi (1 6 i 6 N) that has an incentive to unilaterally change its strategy from
noncooperation to cooperation. Hence, no player unilaterally changes its strategy
to gain more utility and the strategy profile s∗i achieves SPNE.

In C-G, each player performs sequential actions according to others’ serial
strategies, and implausible Nash equilibriums (incredible threats and promises)
arising in the static game with perfect and complete information would be elim-
inated by using the concept of SPNE. So, a single SPNE will certainly be
reached and always be selected to maximize the players’ utility. Based on these
analyses, we propose a dynamic game algorithm with complete information as
Algorithm 12.1.

12.5.2 Dynamic game with incomplete information
Before playing the game, each player in I-G establishes its own preliminary judg-
ment according to all the strategy types of the other players and the probability
distribution corresponding to each type. When playing the game, each player
can obtain practical information on what action to take by observing the actions
of other players, and then correct its initial judgments and choose its optimal
strategy according to such changes in judgments. This derives the concept of
Bayesian inference, formulated as Equation 12.9, and leads us to the essence of
the perfect Bayesian Nash equilibrium (PBNE).

Probi
(

θ j|ah
j

)

=
Prob

(

ah
j ,θ j

)

∑

θ̃ j∈Θ j

Prob
(

ah
j |θ̃ j
)

Prob
(

θ̃ j
) (12.9)

where Prob
(

θ̃ j
)

is the probability that Pj is of type θ j and determined by

“nature”. Pj takes action ah
j with the probability Prob

(

ah
j |θ j

)

when it is of type

θ j. If Pi observes an action ah
j of Pj at information set hi, then we can derive the

beliefs that Probi
(

θ j|ah
j

)

(also denoted as P̃robih (θ j)) of Pi in Pj is of type θ j

with the condition of action ah
j at hi, as in Equation 12.9.
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Algorithm 12.1: Dynamic Game Algorithm with Complete Information
for Cooperative Authentication

Required Parameters: Given message m with lm, TTLm and Impm requiring
authentication, n0 selects a suitable PCA and calculates minCNN f Equation 12.1
and the coefficients α, pl, wl are selected; n0 chooses suitable weights wC0 , wR0 ,
wB0 ,wL0 ; each ni (1 6 i 6 N) selects suitable weights
wCi ,vCi ,wRi ,wAi .

1. n0 calculates Enercons and BWm, FL0 from Equation 12.3 and C0, R0, and
LONA0 from Equation 12.4; n0 broadcasts an authentication request with
parameters (m, lm, TTLm, Impm, Enercons) to NNs.

2. For each ni ∈NNs, ni collects the parameters (Eneri, BW i, Privi
cons, DLPPi,

FLi) and calculates Ci and Ri from Equation 12.5.

3. n0 calculates and submits B0 by Equation 12.4. Each ni ∈NNs calculates and
submits Ai from Equation 12.5.

4. Let C = {C ∈2NNs ‖C >|minCNN and
∑

ni∈C
Ai 6 B0}, SC = argmin

C j∈c

∑

ni∈C j
Ai.

5. If |C >|> 1, then S∗
0 =CP and S∗

i =CP ni∈SC, S∗
i = NC(ni /∈ SC);

otherwise, S∗
i = NC and S∗

0 =CP(LONA0 >C0), S∗
0 = NC(LONA0 6C0).

6. If |C >|> 1, a bargain is concluded at AP, authenticating m and allocating
the utility ASi to ni∈SC according to Equation 12.6; otherwise, the bargain
fails.

Definition 12.5 In I-G, a belief profile P̃rob = (P̃rob1, . . . , P̃robn) and a type-
dependent strategy profile S∗ (θ1, . . . ,θn) = (S∗1 (θ1) , . . . ,S∗n (θn)) constitute a PBNE
if, for each Pi (0 6 i 6 n) at information set h,

S∗i (θi) |h = argmax
Si(θi)|h

∑

θ−i

P̃robi

(

θ−i|ah
−i

)

ui
(

Si (θi) |h,S
∗
−i (θ−i) ,θi,θ−i

)

where:
P̃rob is a set of the prior probabilities Probi (θ−i|θi), so P̃robi =

Probi (θ−i|θi) is the profile consisting of all beliefs P̃robih of Pi at the information
set h

Θi is the type space of Pi

θi ∈ Θi is a type of Pi

ui = ui (S∗
1 (θ1) , . . . ,S∗

n (θn) ,θi,θ−i) is the type-dependent utility function
of Pi

In summary, PBNE combines the strategies with the beliefs of all players in
the game. One player chooses its optimal strategy according to the given beliefs
of each player concerning the types of the other players. On the equilibrium
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Nature

0(θ02)

CP CPNC NC

i i

CP CPCP CPNC NCNC NC

h1 h2

i i

(u03, ui3)(u03 , ui3)(u03 , ui3)(u03 , ui3)

(u02 , ui3)(u02 , ui2)(u01 , ui3)

i(θi2)i(θi1)

0(θ01)

(u01 , ui1)(u01 , ui2)

Figure 12.2: Extensive form of I-G. While u01 = R0 − AP,u02 = −C0, u03 =
−LOAF0,ui1 = ASi −Ri, ui2 =−Ci, ui3 = 0.

path, P̃robih can be derived from observed information (Probi (θ−i|θi), ah
−i and

S∗
−i (θ−i)) and from Equation 12.9.

The I-G can be represented as an extensive form as shown in Figure 12.2;
both h1 and h2 are the information set of Pi(1 6 i 6 N). From Equation 12.7,
we know that the strategy for P0 is related to its B0, the sum of all Ai and
| C |. We can obtain type-dependent strategies S∗

0 (Θ0)of P as S∗
0 (θ01) = CP,

S∗
0 (θ02) = NC where θ01 is {

∑

Pi∈SC
Ai 6 B0 and |SC|> minCNN} and θ02 is

{
∑

Pi∈SC
Ai > B0or|SC|< minCNN}. We can derive the belief of Pi in the type of

player P0 at a given information set and type-dependent strategies by applying
Bayes’ rule, as in Equation 12.10.

P̃robih1 =
(

P̃robi

(

θ01|CPh1
0

)

, P̃robi

(

θ02|CPh1
0

))

P̃robih2 =
(

P̃robi

(

θ01|NCh2
0

)

, P̃robi

(

θ02|NCh2
0

)) (12.10)

In the same way, the strategy for player Pi is also related to its asking price.
We obtain type-dependent strategies S∗

i (Θi) of Pi as S∗
i (θi1) =CP S∗

i (θi2) = NC,
where θi1 is

{
∑

Pi∈SC

Ai 6 B0 & |SC|> minCNN & Ai 6 (B0−
∑

Pj∈SC, j 6=i

A j)}

and θi2 is

{
∑

Pi∈SC

Ai > B0 or |SC|< minCNN or Ai > (B0−
∑

Pj∈SC, j 6=i

A j)}.
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We can derive the belief of P in the type of Pi at a given information set f1, f2

and type-dependent strategies as in Equation 12.11.

P̃rob0 f1 =
(

P̃rob0

(

θi1|CP f1
i

)

, P̃rob0

(

θi2|CP f1
i

))

P̃rob0 f2 =
(

P̃rob0

(

θi1|NC f2
i

)

, P̃rob0

(

θi2|NC f2
i

))

(12.11)

So, we are able to deduce the following theorem.

Theorem 12.2
In I-G, there is a strategy profile

S∗i =



















CP if Pi = P0 & BP

CP if Pi ∈ NNs & BPi

NC else

that results in a PBNE
where:

BP0 ≡







P̃rob0

(

θi1|CP f1
i

)

> (C0−LONA0)/
(

R0−EAP f1 +C0
)

&

P̃rob0

(

θi1|NC f2
i

)

> (C0−LONA0)/
(

R0−EAP f1 +C0
)







BPi ≡
(

P̃robi

(

θ01|CPh1
0

)

>Ci/(Probi (ISC) (EASi−Ri+Ci))
)

Probi (ISC)= Pr













∑

Pi∈SC
Ai 6 B0 & |SC|> minCNN & Ai 6













B0−
∑

Pj ∈ SC,
j 6= i

A j

























is the probability with which
Pi belongs to the sellers’ coalition
EASi is the except value of ASi

EAP f1 and EAP f2 are the except values of AP at the given f1 and f2, respectively

Proof. From Equation 12.7, we know that the strategy for P0 is related to its B0,
the sum of all Ai, and the number | C | of cooperative nodes. We obtain type-
dependent strategies S∗

0 (Θ0) of P0 as S∗
0 (θ01) = CP, S∗

0 (θ02) = NC, where θ01

is






∑

Pi∈Ck

Ai 6 B0 and |C|> minCNN







and θ02 is







∑

Pi∈Ck

Ai > B0 or |C|< minCNN







.
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Given the information set h1, h2 of Pi(1 6 i 6 N), we can derive the belief of Pi

about the type of player P at a given information set and type-dependent strate-
gies by applying Bayes’ rule, as in Equation 12.12.

P̃robih1 = (P̃robi(θ01|CPh1
0 ), P̃robi(θ02|CPh1

0 ))

P̃robih2 = (P̃robi(θ01|NCh2
0 ), P̃robi(θ02|NCh2

0 ))
(12.12)

We assume Probi(ISC) is the probability that Pi belongs to the sellers’ coali-
tion. For a given S∗

0 (Θ0), the expected utility of player Pi when it chooses strategy
CP at information set h1 is as in Equation 12.13:

ui (CP) = P̃robi

(

θ01|CPh1
0

)

(

Probi (ISC)(EASi−Ri)+
(1−Probi (ISC))(−Ci)

)

+ P̃robi

(

θ02|CPh1
0

)

(−Ci) (12.13)

where EASi is the except value of ASi at a given information set h1. Similarly, the
expected utility of Pi when it chooses strategy NC at information set h1 is as in
Equation 12.14:

ui(NC) = P̃robi

(

θ01|CPh1
0

)

(0)+ P̃robi

(

θ02|CPh1
0

)

(0) = 0 (12.14)

For a given S∗
0 (Θ1), the expected utility of player Pi when it chooses strategy

CP at information set h2 is as in Equation 12.15:

ui (CP) = P̃robi

(

θ01|NCh2
0

)

(0)+ P̃robi

(

θ02|NCh2
0

)

(0) = 0 (12.15)

Similarly, the expected utility of player Pi when it chooses strategy NC at
information set h2 is as in Equation 12.16:

ui (NC) = P̃robi

(

θ01|NCh2
0

)

(0)+ P̃robi

(

θ02|NCh2
0

)

(0) = 0 (12.16)

When ui(CP) > ui(NC), Pi would choose CP for more utility. To make sure
the player does not deviate from its strategy of CP at information set h1,h2 and
type-dependent strategies S∗

0 (Θ0), the condition required is as in Equation 12.17:

P̃robi

(

θ01|CPh1
0

)

>Ci/ (Probi (ISC)(EASi−Ri +Ci)) (12.17)

So, for a given information set h1,h2 and type-dependent strategies S∗
0 (Θ0),

the strategy

S∗ =











(CP,NC) ,(CP,NC) ,(Prob (θ01) ,Prob (θ02)) ,

P̃robi

(

θ01|CPh1
0

)

>Ci/ (Probi (ISC) (EASi−Ri +Ci)) ,

P̃robi

(

θ01|CPh1
0

)

6Ci/ (Probi (ISC) (EASi−Ri +Ci))










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is a PBNE.
In the same way, the strategy for player Pi is also related to its asking price

Ai, B0, the sum of all Ai, and the number | C | of cooperative nodes. We obtain
type-dependent strategies S∗

i (Θi)of Pi as

S∗
i (θi1) =CPS∗

i (θi2) = NC

where θi1 is






∑

Pi∈Ck

Ai 6 B0 & |C|> minCNN & Ai 6



B0−
∑

Pj∈Ck
, j 6=i

A j











−b±
√

b2−4ac
2a

and θi2 is






∑

Pi∈Ck

Ai > B0 or |C|< minCNN or Ai >



B0−
∑

Pj∈Ck
, j 6=i

A j











We can derive the belief of P0 about the type of player Pi at a given infor-
mation set f1, f2 and type-dependent strategies by applying Bayes’ rule, as in
Equation 12.18:

P̃rob0 f1 =
(

P̃rob0

(

θi1|CP f1
i

)

, P̃rob0

(

θi2|CP f1
i

))

P̃rob0 f2 =
(

P̃rob0

(

θi1|NC f2
i

)

, P̃rob0

(

θi2|NC f2
i

)) (12.18)

The expected utility of player P0 when it chooses strategy CP at information
set f1 is as in Equation 12.19:

u0 (CP) = P̃rob0

(

θi1|CP f1
i

)

(

R0−EAP f1
)

+ P̃rob0

(

θi2|CP f1
i

)

(−C0) (12.19)

where EAP f1 is the except value of AP at the given information set f1.
Similarly, the expected utility of player P0 when it chooses strategy NC at

information set f1 is as in Equation 12.20:

u0 (NC) = P̃rob0

(

θi1|CP f1
i

)

(−LONA0)+ P̃rob0

(

θi2|CP f1
i

)

(−LONA0)

(12.20)
The expected utility of player P0 when it chooses strategy CP at information

set f2 is as in Equation 12.21:

u0 (CP) = P̃rob0

(

θi1|NC f2
i

)

(

R0−EAP f2
)

+ P̃rob0

(

θi2|NC f2
i

)

(−C0) (12.21)

where EAP f2 is the except value of AP at the given information set f2.
Similarly, the expected utility of player P0 when it chooses strategy NC at

information set f2 is as in Equation 12.22:

u0(NC) = P̃rob0

(

θi1|NC f2
i

)

(−LONA0)+ P̃rob0

(

θi2|NC f2
i

)

(−LONA0)

(12.22)
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When u0(CP) > u0(NC), P0 chooses CP for more utility. In order to make sure
the player does not deviate from its strategy of CP at information set f1, f2 and
type-dependent strategies S∗

i (Θi), the condition required is as in Equation 12.23.

P̃rob0

(

θi1|CP f1
i

)

> (C0−LONA0)/
(

R0−EAP f1 +C0
)

and

P̃rob0

(

θi1|NC f2
i

)

> (C0−LONA0)/
(

R0−EAP f2 +C0
)

(12.23)

So, for given values of f1, f2 and S∗
i (Θi), the following strategy is a PBNE:

S∗ =









































(CP,NC) ,(CP,NC) ,(Prob (θi1)) ,(Prob (θi2)) ,

P̃rob0

(

θi1|CP f1
i

)

> (C0−LONA0)/
(

R0−EAP f1 +C0
)

P̃rob0

(

θi1|NC f2
i

)

> (C0−LONA0)/
(

R0−EAP f2 +C0
)

,

P̃rob0

(

θi1|CP f1
i

)

6 (C0−LONA0)/
(

R0−EAP f1 +C0
)

‖

P̃rob0

(

θi1|NC f2
i

)

6 (C0−LONA0)/
(

R0−EAP f2 +C0
)









































Therefore, we are able to deduce the theorem that the strategy

S∗
i =















CP if Pi = P0 & BP

CP if Pi ∈ NNs & BPi

NC else

results in a PBNE.
On the whole, the PBNE can help a player in I-G to decide whether or not

to participate in cooperation and to maximize its utility based on its belief about
the types of other players. The belief can be obtained from the given informa-
tion set (such as the history record of observed actions, the probability distribu-
tions of types) by applying Bayes’ rule. Based on the above analysis, a dynamic
game algorithm with incomplete information for I-G is designed as shown in
Algorithm 12.2.

12.6 Experimental Results
In this section, we evaluate the performance of the bargaining-based dynamic
game model for cooperative authentication by using a MATLABr simulation.
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Algorithm 12.2: Dynamic Game Algorithm with Incomplete Information
for Cooperative Authentication

Required Parameters: Suitable coefficients α, pl, wl are selected. The
information set ( f1, f2, h1, h2), type-dependent strategies (S∗

0 (Θ0) ,S∗
i (Θi)), and

probability distributions of B0 and Ai are given. Given message m with lm, TTLm

and Impm requiring authentication, n0 selects a suitable PCA and calculates
minCNN from Equation 12.1 and chooses suitable weights wC0 , wR0 ,wB0 , wL0 ;
each ni(1 6 i 6 N) selects suitable weights wCi , vCi , wRi ,wAi .

1. n0 calculates Enercons and BWm, FL0 from Equation 12.3, C0, R0, and LNA0

from Equation 12.4, and then predicts the beliefs P̃rob0 f 1 and P̃rob0 f 2; n0

broadcasts an authentication request with parameters (m, lm, TTLm, Impm,
Enercons) to NNs.

2. For each ni∈NNs:
ni collects parameters (Eneri, BW i, Privi

cons, DLPPi, FLi), calculates Ci and
Ri from Equation 12.5, and then predicts the beliefs P̃robih1 and P̃robih2.

3. n0 selects and submits B0 by Equation 12.4. Each ni∈NNs selects and
submits Ai by Equation 12.5.

4. Let C = {C ∈ 2NNs ‖C >|minCNN and
∑

ni∈C
Ai 6 B0}, SC = argmin

C j∈c

∑

ni∈C j
Ai

5. If BP0 is true, S∗
0 =CP;

otherwise S∗
0 = NC;

if BPi is true, S∗
i =CP;

otherwise S∗
i = NC.

6. If |C |> 1, a bargain is concluded at AP, authenticating m and allocating the
utility ASi to ni∈SC according to Equation 12.6; otherwise, the bargain fails.

In our simulation study, we consider a network topology where 2000 nodes with
a transmission range R = 50 are randomly distributed in an area of 1000 m ×
1000 m. Given PCA = 99.8% and ρ = 2%, we set minCNN = 8 using Equa-
tion 12.1, which means that at least eight NNs should be encouraged to par-
ticipate in cooperation. In order to demonstrate that our scheme can effectively
decrease the leakage of location privacy and resource consumption, we compare
it with two schemes. One is “all nodes cooperate,” where all nodes participate in
cooperation and the other is “nodes randomly cooperate,” where nodes choose
to participate in cooperation randomly. In the simulation, we set coefficients wB0

and wAi , which follow B(6,6) and N(2,1), respectively.



Preventing Unauthorized Access to Sensor Data � 321

12.6.1 Location privacy leakage
Regarding the aspect of location privacy leakage, the simulation results, as shown
in Figure 12.3, demonstrate that the average privacy decreases near-linearly
with an increasing number of successful cooperative authentications in the three
strategies. The indicator in our strategy decreases at far lower speed than in the
other strategies.

12.6.2 Resource consumption
Regarding the aspect of resource consumption, the simulation results, as shown
in Figure 12.4, indicate that the average energy decreases near-linearly with an
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Figure 12.3: Average privacy varies with the number of successful cooperative
authentications in the three strategies.
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Figure 12.4: Average energy varies with the number of successful cooperative
authentications in the three strategies.
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increasing number of successful cooperative authentications in the three strate-
gies. The indicator in our strategy decreases at far lower speed than in the other
strategies.

From Figures 12.3 and 12.4, the average privacy and energy in our strategy
drop to 20% after N(O) times of successful cooperative authentication, while the
numbers in the “all nodes cooperate” scheme and “nodes randomly cooperate”
scheme are N(A) and N(R), respectively. We can calculate that N(O) > N(R)
> N(A). The reason is that, in our strategy, the node takes into account and
measures the loss of location privacy leakage and resource consumption when it
calculates utility, and then decides whether or not to participate in cooperation
according to such utility. In the other two schemes, no approach is adopted to
reduce the leakage of location privacy and resource consumption.

12.6.3 Network survival
In MANETs, survival is an important indicator due to limited resources. In our
simulation, given node ni, if DLPPi > DLPPmin, Eneri > Enermin and FLi >

FLmin, we call ni a survival node. We evaluate the performance of the survival
nodes and the network lifetime in our strategy.

The percentage of survival nodes varies with the number of initiating coop-
erative authentication in the three strategies and the network lifetime of the three
different strategies.

As shown in Figure 12.5a, we can calculate that the percentage of survival
nodes rapidly decreases with an increasing number of initiating cooperative
authentications in the three strategies. The indicator in our strategy decreases at
far lower speed than the other strategies. The simulation results imply that there
are more survival nodes in our model after the same number of initiating cooper-
ative authentications (N(R)) than in the other strategies. So, an initiating cooper-
ative authentication in our model will be successful with higher probability after
(N(R)) occurrences of cooperative authentication than in the other strategies.

Figure 12.5b expresses the network lifetime in the three strategies. The net-
work lifetime in our model is more than twice as long as that in the “all nodes
cooperate” scheme and 60% longer than in the “nodes randomly cooperate”
scheme. The simulation results demonstrate that in contrast with the “all nodes
cooperate” scheme and the “nodes randomly cooperate” scheme, our proposed
strategy can increase the success rate of cooperative authentications and extend
the network lifetime.

12.7 Conclusion
With the conflict between the improvement of the probability of correct authen-
tication and the noncooperation of neighbor nodes caused by location privacy
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leakage and resource consumption when it participates in authentication, two
key issues, the incentive strategy of willingness to cooperate and the balance
of conflict, need to be solved. We discussed the incentive strategic of coopera-
tive authentication with a dynamic game and considered nodes as rational indi-
viduals that decide locally whether or not to participate in cooperation. In this
chapter, we proposed a dynamic game model for bargaining-based cooperative
authentication. It includes an improved bargaining-based cooperative authentica-
tion mechanism that is inherited from our previous research to encourage nodes
to participate in cooperation, and a dynamic game for cooperative authentica-
tion to analyze dynamic behaviors of all nodes and help nodes decide whether
or not to participate in cooperation. We discussed two variations of the dynamic
game, with complete and incomplete information, respectively. The SPNEs are
obtained to guide the node to choose its optimal strategy to maximize its utility
under complete information. As nodes do not know others’ utility in reality, then
the dynamic game with incomplete information is considered and the perfect
Bayesian equilibrium is established to eliminate the implausible equilibriums.
We designed two algorithms based on the analysis results and the simulation
results demonstrate that our algorithms realized the goal that nodes participating
in cooperation will maximize their location privacy and minimize their resource
consumption while increasing the probability of correct authentication. They can
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improve the success rate of cooperative authentication, and extend the network
lifetime to 160%–360.6% of the present value.

In future, more novel strategies should be studied to improve the performance
of cooperative authentication, such as predicting the players’ strategy by observ-
ing and learning from opponents’ historical actions rather than by the probability
distribution of types.

Bibliography
[1] C. E. Perkins. Ad Hoc Networking. New York: Addison-Wesley Profes-

sional, 2008.

[2] N. Devi. Mobile ad-hoc networks for wireless systems. International Jour-
nal of Computer Science & Communication, 3(1): 245–248, 2012.

[3] N. Islam and Z. A. Shaikh. Security issues in mobile ad hoc network. In
S. Khan and A.-S.K. Pathan (Eds), Wireless Networks and Security, SCT,
Berlin: Springer-Verlag, 49–80, 2013.

[4] R. Lu, X. Lin, H. Zhu, X. Liang, and X. Shen. BECAN: A bandwidth-
efficient cooperative authentication scheme for filtering injected false data
in wireless sensor networks. IEEE Transactions on Parallel and Distributed
Systems, 23(1): 32–43, 2012.

[5] Y. Hao, T. Han, and Y. Cheng. A cooperative message authentication proto-
col in VANETs. In IEEE Global Communications Conference, GlobeCom,
IEEE, Anaheim, CA, 5562–5566, 2012.

[6] D. Nyang and A. Mohaisen. Cooperative public key authentication proto-
col in wireless sensor network. In International Conference on Ubiquitous
Intelligence and Computing, UIC, Beijing, 864–873, 2006.

[7] X. Zhu, S. Jiang, L. Wang, and H. Li. Efficient privacy-preserving authen-
tication for vehicular ad hoc networks. IEEE Transactions on Vehicular
Technology, 63(2): 907–919, 2014.

[8] W. Shen, L. Liu, X. Cao, Y. Hao, and Y. Cheng. Cooperative message
authentication in vehicular cyber-physical systems. IEEE Transactions on
Emerging Topics in Computing, 1(1): 84–97, 2013.

[9] X. Lin and X. Li. Achieving efficient cooperative message authentication
in vehicular ad hoc networks. IEEE Transactions on Vehicular Technology,
62(7): 3339–3348, 2013.



Preventing Unauthorized Access to Sensor Data � 325

[10] A. Vijayakumar and K. Selvamani. Node cooperation and message authen-
tication in trusted mobile ad hoc networks. International Journal of Engi-
neering and Technology, 6(1): 388–397, 2014.

[11] X. Li, X. Liang, R. Lu, S. He, J. Chen, and X. Shen. Toward reliable actor
services in wireless sensor and actor networks. In IEEE International Con-
ference on Mobile Ad-Hoc and Sensor Systems, MASS, IEEE, Valencia,
351–360, 2011.

[12] H. Moustafa, I. Moulineaux-cedex, and G. Bourdon. Authentication
and services access control in a cooperative ad hoc environment. In
International Conference on Broadband Communications, Networks and
Systems, IEEE Broadnets, Raleigh, NC, 38–40, 2008.

[13] Y. Hao, Y. Cheng, Z. Chi, and S. Wei. A distributed key management frame-
work with cooperative message authentication in VANETs. IEEE Journal
on Selected Areas in Communications, 29(3): 616–629, 2011.

[14] R. Shokri, G. Theodorakopoulos, C. Troncoso, J.-P. Hubaux, and J.-Y. Le
Boudec. Protecting location privacy: Optimal strategy against localization
attacks. In ACM Conference on Computer and Communications Security,
CCS, Denver, CO, 617–627, 2012.

[15] J. Freudiger, M. H. Manshaei, J.-P. Hubaux, and D. C. Parkes. Non-
cooperative location privacy. IEEE Transactions on Dependable and Secure
Computing, 10(2): 84–98, 2013.

[16] D. Zhang, R. Shinkuma, and N. Mandayam. Bandwidth exchange: an
energy conserving incentive mechanism for cooperation. IEEE Transac-
tions on Wireless Communications, 9(6): 2055–2065, 2010.

[17] C. Zhang, X. Zhu, Y. Song, and Y. Fang. C4: A new paradigm for providing
incentives in multi-hop wireless networks. In INFOCOM, 2011 Proceed-
ings IEEE, University of Florida, Gainesville, FL, 918–926, 2011.

[18] M. Guizani, A. Rachedi, and C. Gueguen. Incentive scheduler algorithm
for cooperation and coverage extension in wireless networks. IEEE Trans-
actions on Vehicular Technology (TVT), 62(2): 797–808, 2013.

[19] M. T. Refaei, L. A. Dasilva, M. Eltoweissy, and T. Nadeem. Adaptation of
reputation management systems to dynamic network conditions in ad hoc
networks. IEEE Transactions on Computers, 59(5): 707–719, 2010.

[20] M. H. Manshaei, Q. Zhu, T. Alpcan, T. Basar, and J.-P. Hubaux. Game the-
ory meets network security and privacy. ACM Computing Surveys (CSUR),
45(3): 1–39, 2013.



326 � Security and Privacy in Internet of Things (IoTs)

[21] T. Chen, L. Zhu, F. Wu, and S. Zhong. Stimulating cooperation in vehicu-
lar ad hoc networks: A coalitional game theoretic approach. IEEE Transac-
tions on Vehicular Technology, 60(2): 566–579, 2011.

[22] G. Yunchuan, Y. Lihua, L. Licai, and F. Bingxing. Utility-based cooper-
ative decision in cooperative authentication. In IEEE International Con-
ference on Computer Communications, INFOCOM, IEEE, Toronto, ON,
1006–1014, 2014.

[23] R. Shokri, G. Theodorakopoulos, J.-Y. Le Boudec, and J.-P. Hubaux. Quan-
tifying location privacy. In IEEE Symposium on Security and Privacy, SP,
IEEE, Berkeley, CA, 247–262, 2011.

[24] M. J. Osborne. Introduction to Game Theory. New York: Oxford University
Press, 2009.



Chapter 13

Authentication in IoT

Hong Liu

CONTENTS
13.1 Fundament of Authentication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
13.2 Entity Authentication: Node Eviction in VANET . . . . . . . . . . . . . . . . . . . . 333
13.3 Message Authentication: Content Delivery in VANET . . . . . . . . . . . . . . . 338
13.4 Key Management: Physiological Key Agreement in WBAN . . . . . . . . . 344
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

The raw math of shifting from IPv4 to IPv6 enables the universe of
connectivity to go from the size of a golf ball to the size of the sun.
Today, we have not proved our ability to manage security for a golf
ball. What are we going to do when we inhabit the “sun”—when every-
thing around us is a connection point, and thus an entry point for an
attacker?

Emily Frye

Principal Engineer with MITRE Corporation, Opening statement for
the Cyber Security Panel at the 2015 IEEE International Symposium
on Technologies for Homeland Security

Authentication defends the universe of connectivity against attackers by verify-
ing identities at entry points to manage security. This identification applies to
both entities that manipulate data and information itself that data carry. Com-
municating entities should identify one another. Information exchanged during
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communication should be validated as regards its origin, time, content, and so
on. Therefore, authentication is usually divided into two major classes: entity
authentication and message authentication.

This chapter, after explaining the fundament of authentication, considers
entity authentication and message authentication pertinent to the Internet of
Things (IoT) that connects everything around us. For each class, a case study of
IoT applications for industries such as transportation or healthcare is examined.
The last section considers key management in a body area network (BAN), an
IoT application for healthcare. Authentication is often supported with encryption
techniques, which in turn require key management. Symmetric-key cryptography
has to establish a shared secret key between the two parties who wish to commu-
nicate confidentially, and the knowledge of the shared secret can serve the pur-
pose of authenticating the participants’ identities. Asymmetric-key cryptography
involves a trusted third party to bind the identity of an entity to its public key
for other entities to communicate with it confidentially, and the binding serves as
the certificate to authenticate the entity. These traditional key management meth-
ods are not suitable for a BAN due to the limitation of computation resources
and power consumption. The demand for a high level of security in healthcare,
for the sake of human lives, challenges the design of the BAN. However, the
human body offers unique opportunities for a new authentication methodology
with biometrics.

13.1 Fundament of Authentication
Authentication refers to the process to guarantee that an entity is who it claims to
be or that information has not been changed by an unauthorized party. Authen-
tication is classified by the security objective specific to a service, such as mes-
sage authentication, entity authentication, key authentication, nonrepudiation,
and access control. Message authentication assures the integrity and origin of the
information. As synonyms of message authentication, data integrity preserves
the information from unauthorized alteration, while data origin authentication
assures the identity of the data originator; data origin authentication implies data
integrity because the originator is no longer the source of the modified mes-
sage. Entity authentication, also named endpoint authentication or identifica-
tion, assures both the identity and the presence of the claimant at the time of
the process. The timely verification of one’s identity is either mutual, when both
parties—sender and receiver, for example—are confirmed with each other, or
unilateral, if only one party is assured of the other’s identity. Key authentica-
tion assures the linkage of an entity and its key(s), which extends to broader
aspects of key management from key establishment/agreement, key distribution,
key usage control, and the key life cycle. Key authentication plays a vital role
in the Internet age when users cannot meet face-to-face to exchange keys or
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know each other personally to verify the keys. Trusted third parties step in as the
certification authority (CA) responsible for vouching for the key’s authenticity,
such as binding keys to distinct individuals, maintaining certificate usage, and
revoking certifications [1]. Nonrepudiation prevents an entity from denying its
previous action; often, a trusted third party is needed to resolve a dispute due to
an entity denying that it committed a certain action or no action. Access con-
trol or authorization, following successful entity authentication, posts selective
restrictions on an entity to use data/resources.

To clear up the confusion in terms of authentication, this book classifies
authentication by timeliness into two categories, from which the others can be
derived:

1. Entity authentication in real time: Alice and Bob, both active in the com-
munication, assure each other’s identity with no time delay.

2. Message authentication in an elastic time frame: Alice and Bob exchange
messages with assurance of the integrity and the origin of the messages
even at a later time.

Traditionally (before the mid-1970s), authentication was intrinsically connected
with secrecy. For example, password authentication during ancient wartime was
kept as a shared secret, such as a word between parties; demonstrating the knowl-
edge of this secret by revealing the word proved the corroboration of the entity’s
identity and then granted the entity a pass into the territory. Fixed-password
schemes, involving time-invariant passwords, are considered weak authentica-
tion, subject to attacks by eavesdropping and exhaustive searching. Various tech-
niques are applied to fixed-password schemes to strengthen secrecy. Instead of
a clear text password, the password is encrypted to make it unintelligible or is
salted/augmented with a random string to increase the complexity of dictionary
attack.

However, authentication does not require secrecy, as the discovery of hash
functions and digital signatures showed. A hash function is a one-way function
that maps a binary string of arbitrary length to a binary string of fixed length,
called a hash value, which serves as a compact representative of the input string.
Two features that make hash functions useful for authentication are

1. It is computationally infeasible to find two distinct inputs with the same
hash values, that is, two colliding inputs x and y such that h(x) = h(y).

2. It is computationally infeasible, given a specific hash value v, to find an
input x with the hash value v, that is, given v, to preimage x such that
h(x) = v.

Symmetric-key encryption is one-key cryptography with a shared secret key;
asymmetric-key encryption is two-key cryptography with a pair of one public
key and one private key; a hash function is unkeyed cryptography with no key.
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Hash functions may be used for data integrity to authenticate messages without
keeping the secrecy of the messages. A typical process of data integrity with a
hash function works as follows:

� Alice computes the hash value corresponding to a message and then sends
the message to Bob, along with its hash value.

� Bob computes the hash value corresponding to the received message and
compares his computed hash value with the extracted hash value. The
comparison verifies if the message has been altered or not.

If Eva altered the message en route, Bob would be able to detect the modifica-
tion, thus preserving data integrity without the need to keep the message secret
from Eva. Note the inability to find two inputs with the same hash value satis-
fies the security requirement for data integrity. Otherwise, Eva would substitute
another message with the same hash value to fool Bob from detecting modifica-
tion. Keyed hash functions, encrypting hash values with a shared secret key, are
named message authentication code (MAC) algorithms whose specific purpose
is message authentication (data origin authentication as well as data integrity).

Hash functions may also be used for digital signatures. A digital signature
binds an entity’s identity to an information with a tag called the signature. A
typical process is shown here:

� Alice signs a long message by computing its hash value and then sends
the message to Bob along with its hash value, usually encrypted as her
signature.

� Bob receives the message, computes its hash value, and verifies that the
received signature matches the hash value.

Note, again, that the noncollision property of hash functions prevents Alice from
claiming later to have signed another message because the signature on one mes-
sage would not be the same as that on another. In addition, it is not necessary
to keep the message secret from Eva for the purpose of data signature, since
the hash value, not the message itself, is encrypted to increase the strength of
nonrepudiation.

The third cryptographic use of hash functions is identification or entity
authentication. Using a one-way (nonreversible) function of the shared key and
the challenge, a claimant proves its knowledge of the shared key by providing a
verifier with the hash value rather than the key, and the verifier can check if the
delivered hash value matches the computed hash value to assure the claimant’s
identity. The challenge is to prevent replay attacks.

Though the terms identification and entity authentication are considered syn-
onymously, they can be distinguished as identification only for a claimed (stated)
identity, whereas entity authentication (or identity verification) is used to corrob-
orate an identity. Likewise, a digital signature is closely related to entity authenti-
cation, but it involves a variable message to be signed for nonrepudiation after the
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fact, while entity authentication uses a fixed message such as a claimed identity
to grant/deny instant access with no lifetime.

Parties in entity authentication:

� Claimant (prover): An entity that declares its identity as a message, often
in response to an earlier message as challenge–response protocols, to
demonstrate that it is the genuine entity.

� Verifier: Another entity that corroborates that the identity of the claimant
is indeed as declared by checking the correctness of the message, thereby
preventing impersonation.

� Trusted third party: An entity that mediates between two parties to offer
an identity verification service as a trusted authority.

Objectives of entity authentication:

� Conclusive: The outcome of entity authentication is either completion
with acceptance of the claimant’s identity as authentic or termination as
rejection.

� Transferability: Identification is not transferable so as not to allow a ver-
ifier reuse an identification exchange with a claimant to impersonate the
claimant to a third party.

� Impersonation: There is a negligible probability that any entity, other than
the claimant, can play the role of the claimant to cause a verifier to pro-
vide completion with acceptance of the claimant’s identity; that is, no
entity can impersonate a claimant. Nonimpersonation remains true even
if an adversary has participated in previous authentications with either or
both the claimant and the verifier in multiple instances.

Factors of entity authentication:

� Something known: The claimant demonstrates the knowledge of a secret
by such means as passwords, personal identification numbers (PINs),
shared secret keys, or private keys.

� Something possessed: The claimant typically presents a physical token
functioning as a passport. Examples are magnetic-stripe cards, smart/IC
cards, and smartphones to provide time-variant passwords.

� Something inherent: The claimant provides the biometrics inherited
in human physical characteristics and involuntary actions. Examples
are fingerprints, retinal patterns, walking gait, and dynamic keyboard-
ing characteristics. These techniques have now been extended beyond
authentication of human individuals to device fingerprints.
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Levels of entity authentication:

� Weak authentication: Entity authentication schemes are considered weak
if previously unknown parties verify their identities without involving
trusted third parties. Single-factor authentication may not be weak: a one-
time password, for example, is viewed as unbreakable against eavesdrop-
ping and later impersonation. A one-time password, as the “something
known” factor, ensures that each password is used only once.

� Strong authentication: Entity authentication techniques using at least two
factors are called strong authentication. Challenge–response protocols
are strong authentication, in which a claimant proves its identity to a
verifier by demonstrating knowledge of a secret known to be associated
with the claimant, without revealing the secret itself to the verifier during
protocol execution. Since the claimant’s response to a time-variant chal-
lenge depends on both the claimant’s secret (such as its private key) and
the challenge (such as a random nonrepeating number called a nonce),
two factors are used in the protocols.

� Zero-knowledge (ZK) authentication: Authentication protocols based on
zero knowledge do not reveal any partial information at execution. Sim-
ple password schemes reveal the whole secret since, after a claimant
gives a verifier the password, the verifier can impersonate the claimant
by replaying the password. Challenge–response protocols improve this
aspect by demonstrating knowledge of the secret in a time-variant man-
ner without giving away the secret itself, so that the information is not
directly reusable by an adversarial verifier. However, some partial infor-
mation about the claimant’s secret has been revealed, making challenge–
response protocols susceptible to chosen-text attacks. ZK protocols allow
a claimant to demonstrate knowledge of a secret while revealing no infor-
mation of use to a verifier for impersonation. Therefore, the claimant only
proves the truth of an assertion, similar to an answer obtained from a
trusted oracle. However, the ZK property does not guarantee that a pro-
tocol is secure unless its attack problem is computationally hard.

Properties of entity authentication that are of interest to users are

� Reciprocity of identification: Both parties corroborate each other as
mutual authentication, or one party corroborates the other as unilateral
authentication. Some unilateral authentications, such as fixed-password
schemes, are susceptible to an adversary posing as a verifier to capture a
claimant’s password for replay attacks.

� Computational efficiency: Computational complexity of an authentica-
tion protocol.
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� Communicational efficiency: Communicational overhead of a protocol.

� Third party: Entity authentication techniques may involve a third party
between two parties wishing to communicate in a trusted manner.

� Timeliness of involvement: The third party may stay online to provide
authentication services in real time, such as the Kerberos protocol that
distributes common symmetric keys to communicating parties for entity
authentication. A CA often works offline to issue or revoke public-key
certificates.

� Nature of trust: The third party could be an untrusted directory service for
distributing public-key certificates. The nature of trust required in a third
party includes trusting the third party’s delivery of correct outcomes.

� Nature of security guarantees: Examples are provable security and ZK
properties.

� Storage of secrets: This refers to where and how to store critical keying
materials; examples are local disks, smart cards, or clouds in software or
hardware.

13.2 Entity Authentication: Node Eviction in VANET
Vehicular networking features high-speed mobility, short-lived connectivity, and
infrastructureless networking, forming vehicular ad hoc networks (VANET).
Figure 13.1 depicts a typical network architecture of VANET, where roadside
units (RSUs) operate in two modes: infrastructure and ad hoc. RSUs, operat-
ing in infrastructure mode, connect to network infrastructure such as the Inter-
net or cellular networks for services provided by external components such as
travel advertisement and electronic toll collection. An RSU will communicate
with vehicles’ onboard units (OBUs) sporadically in ad hoc mode. OBUs also
communicate among themselves in ad hoc mode. An OBU will contain OBD-II
as a set of sensors to measure the vehicle’s own status such as its brake, GPS to
identify its location, radar to detect other vehicles nearby, and transceiver (TRX)
to communicate with RSUs and other vehicles. These components feed informa-
tion to the codriver, a special-purpose computer, which monitors road safety and
processes travel services. Thus, VANET is an exemplary IoT, with cars as some
largest things to be connected on the IoT.

Beyond faulty nodes, such as malfunctioning OBUs, hindering VANET
performance with fatal consequences in safety applications, malicious nodes
intentionally inject faulty messages into VANET with the potential of mas-
sive destruction [2]. It is of paramount importance to remove errant nodes
from VANET immediately. Node-eviction schemes accompany authentication
mechanisms in network security. Traditionally, a centralized CA, such as the



334 � Security and Privacy in Internet of Things (IoTs)

OBE OBE
VANET VANET VANET

RSU RSU

OBE

Ad hoc mode

Infrastructure mode

GPS

ServicesRadar

Wired

Codriver

TRX TRX

OBD-II

RSU

OBEOBE

OBE OBE

OBEOBE

OBE OBE

OBEOBE

Figure 13.1: Network architecture of VANET.

Motor Vehicle Registry, revokes an errant node’s certificate. However, the nature
of VANET renders CA-based approaches ineffective. Current node-eviction
schemes in VANET allow nodes to make decisions and take action against other
errant nodes, both distributed and locally. Local node-eviction schemes can be
classified into five categories.

1. Reputation: In the absence of a strong authentication infrastructure in
VANET, simple node misbehavior could severely degrade VANET with
catastrophic consequences. For example, a selfish node may flood fake
congestion messages upstream, subverting traffic to clear its own way but
possibly leading to a chain of accidents. As a security mechanism, an indi-
vidual node forms/updates a reputation metric of other nodes with which
it has interacted through its own direct observation and information pro-
vided by other nodes. Individuals will disengage from nodes of which they
have had bad experiences. Eventually, nodes with a bad reputation will be
excluded from VANET. CORE is a typical collaborative reputation mech-
anism that enforces nodes’ proper behavior to remain in a mobile ad hoc
network [3]. Reputation-based approaches are resilient from false detec-
tion but respond to incidents slowly.

2. Vote: Raya et al. proposed a local eviction of attackers by voting
evaluators (LEAVE) protocol [4]. The CA collects accusations from
different nodes that have witnessed a node’s misbehavior and, on reaching
a threshold, revokes the node being accused. LEAVE augments this
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infrastructure-based revocation protocol with a misbehaving detection sys-
tem, enabling individual nodes to safeguard themselves. Vote schemes
equip individuals with a rapid reaction and self-protection. However, vot-
ing becomes an injustice when there exist more deceptive nodes than hon-
est ones.

3. Suicide: To ensure the accountability of accusers, the suicide class allows
a single node to unilaterally revoke another node at the cost of itself being
revoked, known as karmic suicide [5]. The motivation comes from nature,
in that a bee stings, losing its life, to respond to a perceived threat against
its hive. The karmic-suicide revocation scheme offers an incentive to the
nodes which have committed suicide through a periodically available trust
authority (TA) rewarding a node for its justified suicide by reinstating it
back into VANET. Suicide schemes inherit the speedy revocation process
of vote schemes while increasing accuracy.

4. Abstinence: At the extreme of reputation schemes, the abstinence class
keeps its ratings of others to itself. On experiencing a bad node’s misbe-
havior, the node takes a passive role of staying away from the bad node but
provides no reporting, expecting other nodes to eventually remove the bad
node from the network. Each node can take one of the three actions in a
revocation process: abstain, vote, or commit suicide. Optimal revocations
in ephemeral networks (OREN) is a game-theoretic framework for local
revocation, based on reputation, which dynamically adapts its cost param-
eters to guarantee a successful revocation in the most socially efficient
manner [6].

5. Police: The police class is effective for revocation in transportation, but
largely unexplored in VANET. A special vehicle, such as a police car,
patrols the network of roads and revokes any misbehaving nodes immedi-
ately on detection [7]. This class is accurate, as the evidence is first hand,
but its speed depends on the chance of a node being caught, though the
eviction is made instantly.

Various factors affect the performance of node-eviction schemes. The topology
of roads, spread of RSUs, speed of vehicles, drivers’ behavior, and number of
malicious nodes are just some examples.

Using an agent-based approach, we simulate the node-eviction schemes
described above. The choice of agent-based simulation is due to its richness in
flexibility and emergence such as being able to model behaviors and goals of
individual nodes such as mobility and scheme configuration. This is useful for
the modeling of systems that are very complex, such as intelligent transportation
systems that involve driver behaviors, vehicle speeds, and individual goals. We
used the recursive porous agent simulation toolkit (Repast) as our agent simula-
tion toolkit because of its platform independence, seamless GIS integration, huge
learning resource base, user friendliness, and programmer control [8].
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The simulation scenario consists of a circular road setup in the grid, where
vehicles at different speeds cycle around the road and communicate with one
another or the RSU when in close proximity. The RSU relays information to
the CA. The behavior of the system components is dependent on the scheme
used.

The node-eviction scheme and frequency of contact was implicit in our
model. The frequency of contact refers to how often the nodes come into contact
with each other and exchange messages. This has a significant impact on the per-
formance of the scheme. The variance of the speed of the nodes and their initial
locations influences the frequency of contact.

In our simulation, we attempt to answer the question of whether the scheme
will eventually separate the malicious nodes from the honest nodes between the
two network classes and how long it will take for this to happen [9]. Any node-
eviction scheme should attempt to optimize the average time, risk, and utility
measures under dynamic environment conditions. In our simulation, we study
how the evaluation parameters change with respect to the percentage of malicious
nodes present in the network. The total number of nodes used in the network was
60, one of which was a police node.

We model node eviction process, as a set of states and transitions. Such a
process eventually separates all nodes into two subnets: Subnet I and Subnet II. A
node, which is good or bad, initially joins any of the two subnets by convenience.
A state transition occurs when a node moves from Subnet I to Subnet II, or vice
versa. As the birds of a feather eventually flock together, Subnet I or Subnet II
will finally converge into the same kind of nodes, i.e., good or bad only in each
subnet. The system is modeled as a network of who wants to receive messages
from whom, controlled by certificates. Each node maintains a List of other nodes
Valid Certificates (LVC).

As predicted, the vote class performed the best in terms of average vulner-
ability time, because every incident triggers segregation, and only half of the
population is required to vote a node out by our setting the threshold at 0.5. The
police class took second place, since it segregated a bad node once the police
catches a node sending a rogue message. The time increases with the percentage
of bad nodes because it takes time for the police to arrive in time. The absti-
nence class performs the worst, since a bad node is moved to Subnet II only if all
nodes remove it from their LVC. When the percentage of bad nodes increases,
the time dips slightly since the probability of encountering a bad node is higher.
Figure 13.2 depicts the time simulation results.

Figures 13.3 and 13.4 summarize the accuracy simulation results. Accuracy
was the best category, with the highest unity and lowest risk. Police and absti-
nence displayed the same unity value of 1, insensitive to the percentage of bad
nodes, because their actions depend on first-hand information. No false accusa-
tion takes place; hence, good nodes are not mixed with bad nodes. The unity
value of the vote class diminishes as the proportion of bad nodes reaches 0.5,
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its threshold setting, since false accusations by bad nodes move good nodes to
Subnet II.

The police class poses the lowest risk among the three, because every detec-
tion triggers a bad node being moved from Subnet I to Subnet II. At the end,
good and bad nodes are largely segregated, with almost no risk. However, as the
percentage of bad nodes increases, it becomes difficult for the single police node
to catch all the bad nodes in time, as multiple bad nodes pop up simultaneously at
different locations. It is also possible that the police never catch some bad nodes,
which demonstrates a rise in risk. The vote class also poses a low risk when the
percentage of bad nodes is low but, as the proportion increases beyond 0.5, its
threshold setting, the risk rises suddenly due to two reasons: There are fewer
good nodes to report and more false accusations by bad nodes; therefore, fewer
good nodes remain. As the simulation reaches a state of equilibrium, almost all
the nodes, good and bad, end up in Subnet II, returning to the image of the initial
state. The abstinence class has the highest risk, since a bad node is moved out of
Subnet I only when every other node abstains itself from it. Risk rises steadily as
the percentage of bad nodes increases. At some points, the risk fluctuates, since
a good node is removed from Subnet I. Notice that, well after the proportion
of bad nodes reaches 0.5, the risk value of the abstinence class becomes lower
than that of the vote class, due to more bad nodes than good ones distorting
the truth.

13.3 Message Authentication: Content Delivery
in VANET

The core of VANET applications relies on providing drivers with timely accurate
information, namely content delivery [10]. However, VANET content delivery
poses serious security threats such as confidentiality, integrity, and authenti-
cation, due to the distributed, open, and mobile nature of VANET [11]. Var-
ious security mechanisms have been proposed; nevertheless, without common
metrics to measure their effectiveness, consumer confidence cannot be assured,
especially regarding critical road safety concerns [12]. Unfortunately, security
measurement is difficult [13] and different from other kinds of measurement
such as level of service in transportation [14] or quality of service in wireless
multimedia [15].

We propose a security metric to measure the integrity level of security
schemes for VANET content delivery, namely, an asymmetric profit-loss Markov
(APLM) model [16]. With a black-box approach, the model documents the inci-
dents of detecting data corruptions as profits and those of accepting corrupted
data as losses. We use a Markov chain to record how the system under assess-
ment self-adjusts its behavior in reaction to profit and loss; where there are
more loss states than profit ones, the system is asymmetric. We then present
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how APLM directs the optimization of designing integrity schemes for VANET
content delivery, measuring results on a normal VANET content delivery deploy-
ing no integrity scheme and four integrity schemes: reputation, voting, voting on
reputation (VOR), and random.

When a VANET passes by an RSU, the OBUs on the vehicles deliver to the
RSU the traffic status of the upstream road segment. The traffic status could be
expressed in traffic density, that is, the number of equivalent passenger cars per
mile, with a timestamp attached. Whenever the vehicles are in the vicinity of
the RSU, their OBUs respond to repeated requests by the RSU for the traffic
status of the upstream road segment. To focus the scope of this chapter, we do
not consider other content deliveries such as RSUs exchanging messages for
global information, OBUs communicating with each other to avoid car collision,
or RSUs advising the OBUs on alternative routes.

As shown in Figure 13.5, an RSU joins a VANET moving in its vicinity. The
RSU then establishes concurrent transmission control protocol (TCP) connec-
tions with the OBUs on selected vehicles in the VANET. Each OBU contains
a subset of fragments of the content. The RSU repeatedly requests each of the
OBUs for their fragments over the TCP connections until it successfully assem-
bles all the fragments into the full content. During the process, the RSU decides
which fragment to obtain next from which OBU.

Our VANET content delivery application architecture possesses compelling
features of scalability, extensibility, and flexibility. Similar to file distribution in
peer-to-peer (P2P) architecture, our VANET content delivery self-scales with a
bounded delivery time for any number of vehicles in the VANET. Its function-
ality is extensible to other content deliveries among RSUs and OBUs in duplex
directions. The architecture supports flexible applications from collision avoid-
ance to travel efficiency. However, the architecture faces security challenges due
to its distributed, open, and mobile nature as discussed previously.

VANET VANET

OBEOBE

OBE OBE OBE

OBE OBE

OBE

Figure 13.5: Architecture of VANET content delivery.
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We propose a new integrity scheme named voting on reputation for VANET
(VOR4VANET). The scheme contains two stages: local reputation calculation,
when an RSU assigns a rating to each of the OBUs based on its own evaluation
of past transaction success with that OBU, followed by voting weighted by repu-
tation, where a vote weighted by reputations among OBUs, instead of a majority
vote, settles content discrepancy.

Local reputation, shown below, is calculated with an exponential weighted
moving average over past ratings at the completion of downloading all data frag-
ments needed to assemble the content:

Rt = (1−α)Rt−1 +αM

where:
R0= 0
M = 1 if OBU delivers a good fragment or −1 if it delivers a bad fragment In

this trial, α is in [0, 1], with the recommended value of 0.125.
Voting weighted by reputation determines the correct version of a data frag-

ment when its multiple copies from several OBUs carry different values. We
adjust the mode calculation of the list with the reputations of the corresponding
OBUs:

OBU = mode
{

Rh incidences of Fh}

where Rhs are reputations scaled up to nonnegative integers.
For example, if an RSU receives duplicates of a data fragment from four

OBUs, and only one of the four OBUs delivers a “good” fragment while the
rest three send “bad” fragments, by a majority vote, the RSU would accept the
“bad” fragment. When incorporating their reputations as listed in Table 13.1, the
list would equate to 3Gs and 2Bs, resulting in a mode of G; therefore, the RSU
would accept the “good” fragment.

When a fresh VANET arrives in the vicinity of an RSU, the RSU checks its
reputation base for all the OBUs on the vehicles in the VANET and chooses those
OBUs of high reputation having the fragments to cover the entire content. The
RSU then establishes concurrent TCP connections with the chosen OBUs and
requests each for their fragments. As mentioned before, an OBU may not have
the complete set of fragments to cover the entire content. With proper selection of
OBUs, the RSU would receive all the fragments needed to assemble the content,

Table 13.1 Majority vote vs. voting
weighted by reputation

H1 H2 H3 H4 OBU

Fh B G B B B
Rh 1 3 0 1 G
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most of which would be duplicates. When a discrepancy occurs in the value of a
particular fragment due to corruption in some OBUs, the RSU invokes the voting
scheme to settle the matter. The verdict will be reached after the RSU receives all
the fragments and assembles them into the full content. The RSU then updates
its reputation base. If the content fails the integrity check, the RSU repeats its
selection process and requests fragments again until either the content delivery
succeeds or the VANET passes out of its vicinity.

Our APLM model of content integrity metrics employs content hosts such as
OBUs in VANET and content retrievers like RSUs. The APLM model is based
on the idea that an effective integrity scheme would enable content retrievers to
avoid “bad” content hosts and request “good” content hosts for fragments needed
to assemble a particular content set. The distinct number of content retrievers
obtaining at least one corrupted data fragment without detection is represented
by each state. Therefore, the state space of Markov chain consists of (n+1) states
for content retrievers, a value of 0 denoting that none of the content retrievers
have accepted “bad” fragments, 1 if one of them possesses corrupted fragments,
(etc.), and n if all of them possess “bad” fragments without them being detected
and disregarded. State 0 indicates profit while all the other states indicate loss;
this represents asymmetric profit-loss, since there are more loss states than profit
states. The heuristic matches the Markov property that the next state depends
only on the current state. Through black-box observation, the probabilities of
states’ transitions can be obtained. In P, the Markov matrix (1), pi, j denotes the
probability of transitioning from state i to state j, where the probability of transi-
tioning from state i to each of all the states (itself inclusive) sums to 1, indicated
by Constraint 2.

P =







p0,0 · · · p0,n
...

. . .
...

pn, 0 · · · pn,n






(13.1)

∑

j

pi, j = 1 (13.2)

Using the vector π to represent the probabilities of all the steady states, πi

denotes the probability of the network being in state i. Assuming an ergodic prop-
erty for this Markov process, Equations 13.3 and 13.4 hold true. We can derive
the steady-state probabilities, πi, by solving the linear system of Equation 13.4
and any (n – 1) equations taken from Equation 13.3.

πP = π (13.3)
∑

i

πi = 1 (13.4)

Finding the steady-state probability vector π, we can then calculate the
integrity score based on profit and loss as in Equation 13.5. The range of f (π)



342 � Security and Privacy in Internet of Things (IoTs)

is [−1, 1], where “−1” represents the worst, “1” the best, and “0” indicates the
system in a state of equilibrium between good and bad. The first term computes
profit obtained by remaining in State 0, π0, normalized to 1 by its coefficient
g(0). The second term sums losses at the other states, πi, normalized to −1 by
g(0). Equation 13.5 reflects the asymmetric feature, with only one state carrying
profit while the remaining n states cause loss.

f (π) = g (0)π0 −

(

n
∑

i=1

g (i) ×πi

)

(13.5)

APLM features a black-box approach to measure an integrity scheme with-
out the need to examine its implementation in detail; it thereby offers feasibility
to the measurement process and autonomy without exercising expertise often
associated with white-box methods. By utilizing historical statistics recorded
as profit and loss, APLM measures integrity levels of five scenarios: normal
without deploying any integrity scheme, the two schemes adapted from P2P file
distribution, our VOR4VANET, and a random scheme. Let the content hosts of
APLM model denote OBUs in VANET and content retrievers for RSUs. We also
demonstrate how APLM directs the design of our VOR4VANET.

1. Normal VANET content delivery:

Under the VANET content delivery architecture illustrated in Figure 13.5,
an RSU obtains data fragments from whichever OBUs possess them. Once
the RSU receives all the content fragments, it assembles them and checks
content integrity. If there is a corruption in a data fragment, which the RSU
cannot detect during fragment transmission but will be able to discover
only after download completion, the RSU repeats its requests to all OBUs
in its vicinity for the missing fragments. Normally, an RSU tends to obtain
data fragments from those OBUs that respond faster.

2. Reputation scheme on individual OBU:

With the reputation scheme, an RSU maintains a local reputation base of
all OBUs in a VANET that is passing by. The RSU chooses those OBUs
at the top of the reputation list to request the data fragments it needs.
Thereby, the level of content integrity increases at the cost of delaying
delivery. The idea is borrowed from P2P file distribution, where a repu-
tation base is usually maintained by a trusted central server. Our reputa-
tion scheme allows individual RSUs to maintain their own reputation base
locally, and doing so in such a distributed fashion lessens the bottleneck
effect of centralized schemes. There are various ways for an RSU to rate
each OBU based on the OBU’s past performance in delivering “good” or
“bad” data fragments. We choose the dynamic reputation formula, given
in the formula on page 338, which takes the exponential weighted moving
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average over past ratings to reflect the current status in the system by more
recent measurements.

3. Voting scheme on data fragments:

The voting scheme targets the problem which remains in the reputation
scheme, where corruptions are detected after completion of download-
ing all fragments. This severely reduces the efficiency of content delivery.
Adapted from P2P file distribution, an RSU requests multiple copies of a
data fragment from several highly reputable OBUs over concurrent TCP
connections. When there is a discrepancy (n.b., not corruption) among
copies, a majority vote takes place to determine which fragment to accept.
Obviously, the voting scheme requires more processing overhead. Intu-
itively, the voting scheme should outperform the reputation scheme in
assuring content integrity and delivery efficiency. However, the results
from our APLM model surprised us, as indicated by the next scheme,
VOR4VANET, where a majority vote under bad influence yields a wrong
result. This study demonstrates the effectiveness of our APLM model in
directing the optimization of security scheme design.

4. VOR4VANET:

Voting on reputation for VANET integrity (VOR4VANET) contains two
stages: local reputation calculation and voting weighted by reputation.
The first stage is the same as the reputation scheme on an individual
OBU. The second stage differs from the voting scheme on data fragments
presented above. Instead of taking a majority vote, VOR4VANET gives
greater weight to a more reputable OBU in the voting. In those cases when
there are more “bad” OBUs than “good” ones, a majority vote would yield
the undesirable result of selecting a corrupted data fragment. Such a sit-
uation may be corrected by incorporating reputation into the procedure,
giving more reputable OBUs more weight in the voting. The experiments
have confirmed our hypothesis. The APLM model in our VOR4VANET
directly prevents such design fraud from using the voting scheme on data
fragments.

5. Random OBU choice:

In computer science/engineering when optimization relies on heuristics,
randomness often works wonders such as caching replacement algorithms.
We also propose a scheme to choose an OBU randomly. Out of all the
OBUs in a VANET that is passing by, an RSU chooses OBUs at random
to request data fragments. Such a scheme involves barely any overhead
but improves normal VANET content delivery.

Figure 13.6 shows a result of VANET simulation under a normal setting.



344 � Security and Privacy in Internet of Things (IoTs)

Figure 13.6: VANET simulation.

13.4 Key Management: Physiological Key Agreement
in WBAN

Another application domain of the IoT is medical cyberphysical systems
(MCPSs) that monitor/control patients’ physiological dynamics with embedded/
distributed computing processes and a wireless/wired communication network.
MCPSs greatly impact the society with high-quality medical services and low-
cost ubiquitous healthcare. The major component that integrates the physical
world with cyberspace is the wireless body area network (WBAN) of medical
sensors and actuators worn by or implanted into a patient. The life-critical nature
of MCPSs mandates safe and effective system design. MCPSs must operate
safely under malicious attacks. Authentication ensures that a medical device is
what it claims to be and does what it claims to do; the first line of MCPS defense.
Traditional authentication mechanisms, reliant on cryptography, are not appli-
cable to MCPSs due to constraints on computing, communication, and energy
resources. Recent innovations to secure mobile wireless sensor networks, with
multisensor fusion to save power consumption, are not adequate. Despite these
challenges, MCPSs present great opportunities, with the unique physical features
of WBANs, for noncryptographic authentication and human-aided security. This
chapter proposes an authentication framework for MCPSs. By studying medi-
cal processes and investigating healthcare adversaries, the novel design crosses
the boundary between the physical world and cyberspace. With uneven resource
allocation, resource-scarce WBANs utilize no encryption for authentication.
Evaluation of this authentication protocol shows promising aspects and ease of
adaptability.

An MCPS represents a physiologically closed-loop system, where an auto-
matic controller continuously monitors the patient’s vital signs with sensors and
administers medication as needed with the aid of an actuator such as an infusion
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pump. Closed-loop control has been applied to the medical device industry, but
mostly limited to stand-alone implants. For example, pacemakers deliver elec-
trical impulses by battery-powered electrodes, often combined with defibrilla-
tors, to regulate the heartbeat of cardiac patients without human intervention.
Some clinical scenarios not based on threshold, however, need coordination
of distributed medical devices. Due to patients’ different reactions to medi-
cations, for instance, seizure detection is deemed ineffective with the current
method of threshold-based brain oxygen monitoring. Therefore, physiologically
closed-loop control relies on individualized patient modeling and also requires
a fail-safe caregiver interface. Figure 13.7 depicts the control loop of a typ-
ical MCPS. Boxes represent medical devices, and ovals denote MCPS users.
Solid lines indicate the workflow, while dashed lines exemplify the maintenance
procedure.

A use case is patient-controlled analgesia (PCA), developed by a team
at the University of Pennsylvania jointly with U.S. Food and Drug Admin-
istration (FDA) researchers. PCA infusion pumps deliver opioid drugs for
postsurgical pain management. A patient can adjust dosage rather than follow
a schedule prescribed by a caregiver, because people react differently to the
medications. However, overdose causes respiratory failure, leading to death.
A PCA closed-loop system solves this safety issue. A pulse oximeter (sensor)
continuously monitors two respiratory-related vital signs, heart rate (HR) and
blood oxygen saturation (SpO2), and transmits the physiological signals to a con-
troller. The controller, on detecting respiratory depression, commands the infu-
sion pump (actuator), to stop dispensing the pain medication to the patient. The
controller also sends an alarm to the caregivers, who have the ability to override
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the PCA, if an adverse event occurs. The maintenance procedure includes sen-
sors/actuators updating their operational status to the controller and the controller
configuring sensors/actuators [18].

Authenticating medical devices in the physical world can avoid resource-
intensive cryptography by taking advantages of human biometrics [17]. We
adopt a popular noncryptographic authentication scheme, called a physiologi-
cal signal-based key agreement (PSKA) by Venkatasubramanian et al., to extend
our authentication framework to the physical world. The framework is suitable
for general WBANs, with any authentication scheme based on biometrics such
as electrocardiograms (ECG).

PSKA utilizes photoplethysmogram (PPG) signals to authenticate the sen-
sors worn on a human body utilizing their shared physiological features. The
random individuality and universal measurability that vary with time in such
features ensure confidence to accept those sensors on the body, while reject-
ing others not on the body. Therefore, PSKA effectively authenticates medical
devices with the aid of a patient themselves, involving neither cryptography nor
identification.

PSKA also functions as key distribution to facilitate less computation-
intensive symmetric cryptography. By utilizing a fuzzy-vault cryptographic
primitive, a sensor locks/hides a secret in a construct called a vault using a set
of values A. Another sensor, having only a small subset of values in common
with Set A, can unlock/discover the secret. Sharing the same PPG signals, the
sensors on the same body can reach agreement of a shared key. Thus, the PSKA
provides the apparatus for confidentiality, in addition to authentication, for its
communications in the physical world.

We reclassify the on-body medical devices of MCPSs into two: the sen-
sors/actuators as data devices (Ds) and the controller as a single information
aggregator (A). Our authentication framework in the physical world contains
three stages: physiological feature generation, noncryptographic/nonidentifier
authentication, and key agreement. Figure 13.8 illustrates the PSKA process to
exemplify our authentication framework [19].

1. Feature generation:

All Ds and A obtain physiological signal-based features using the four
steps below.

(a) The Ds and A sample (PPG) signals at the same time at a specific
rate, irrespective of the parts of the body from which the signals are
coming.

(b) The samples are divided into windows, on each of which a fast
Fourier transform (FFT) is performed.

(c) The peak in each FFT coefficient is detected.

(d) Each of the peak index-value pairs is quantized into binary strings,
which are concatenated to form a feature.
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Figure 13.8: PSKA process.

A feature vector is then formed with individual features obtained from
a single measurement. The Ds and A in the same WBAN possess feature
vectors with a significant number of common values, ready to authenticate
all within the group.

2. Group authentication:

The A (denoting the controller in an MCPS as a single information aggre-
gator) initiates authentication for the group containing the A itself and the
Ds, representing sensors and actuators as data devices worn on the same
body. The following five steps, after the loosely synchronized feature gen-
eration described above, complete the group authentication process.

Step 1. Polynomial choice: The A generates a set of random num-
bers as the coefficients of a polynomial, p(x) =

∑0
i=n cixi. The
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concatenated coefficients form a secret message to be delivered to
all the Ds.

Step 2. Vault locking: The A hides the secret message in a vault with
two procedures. First, the A projects the features generated from
the previous subsection on the polynomial. The A also computes
another set of random points as chaff. Then, the A permutes ran-
domly to ensure that the legitimate points and the chaff points are
not distinguishable. The result is a vault with the secret message
hidden inside.

Step 3. Vault delivery: The A sends the vault to all the Ds.

Step 4. Vault unlocking: On receiving the vault, each D finds the matching
features in the vault. It then reconstructs the polynomial, which
succeeds in discovering the secret message based on the proven
fuzzy-vault cryptographic primitive.

Step 5. Vault acknowledgment: Each D replies back to the A with the
secret message.

Thereby, the Ds are authenticated to the A when the A successfully verifies
their acknowledgments. This group authentication protocol works because
only devices on the same WBAN as the A, measuring the same physiolog-
ical signals at the same time, could have unlocked the vault and discover
the secret message. The success is ensured by the distinctive and temporal
variance of certain human biometrics.

3. Key agreement:

In addition to group authentication, the secret message delivered by the A
to all Ds can be used as the shared key to facilitate confidential commu-
nications among on-body sensors. Figure 13.9 shows this extended PSKA
function of group authentication and key agreement.

(a) The A transmits to the Ds the vault, which is a random permutation
of the legitimate points and the chaff points, and which hides a secret
message:

A → D: IDA,V, Nonce

MAC(KS, IDA‖V‖Nonce)

where:
IDA is the identifier of A
V is the vault
Nonce is a unique random number to ensure transaction freshness
MAC is the message authentication code computed by the shared
key KS, which is locked in the vault V
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Figure 13.9: On-body group authentication.

(b) Each D, on successfully unlocking the vault V, replies back to the A
with the secret message discovered, which is the shared key KS:

D → A: MAC(KS,Nonce‖IDD‖ IDA)

The cyberspace or back-end system authentication for MCPS may
apply traditional approaches.

The features of personal distinctiveness, temporal variance, and universal mea-
surability in certain human biometrics present the opportunities to secure MCPS
such as one-time key. Furthermore, these features cultivate a new branch of
non-cryptographic authentication. We demonstrate group authentication of on-
body medical devices without potential deployment of encryption as long as the
devices sample certain physiological signals on the same body during the same
time. This group authentication extends to key agreement, a kind of key manage-
ment, which makes symmetric encryption strong with session keys relayed from
WBAN to the entire MCPS for a patient.
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Although the fundamental processes in society (e.g., the need for travel, busi-
ness, and entertainment) have not changed for as much as the past 1000 years, the
complexities of life and the world have been increasing constantly as these pro-
cesses are being made ever more efficient [25]. The underlying complex systems
are often envisioned as networks of mutually interconnected subunits (so-called
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structural models, being derived from a physical structure), or as networks cap-
turing interdependencies and relationships (so-called functional models, being
derived from a logical structure) [19, 47]. Thus, network models are collections
of scalar (often binary) interactions between the pairs of entities. For example,
living matter is formed by complex interactions of biomolecules, cells, organs,
tissue, individuals, and populations [51]. On the other hand, socioeconomic
infrastructures such as telecommunication systems, roads, and distribution of
utilities are examples of the largest man-made networks. Notably, the social and
biological systems are far more complex than any man-made technology, with
the human brain being the most complex structure known in our universe.

From a historical perspective, as the tertiary economic sector of services
(established shortly after the second world war) has become saturated, there is a
natural pressure to build a new quaternary economic sector to offer new employ-
ment opportunities. This new economic sector will benefit from the information
revolution of the twenty-first century and from the expanding, knowledge-based
digital economy. More importantly, it is expected that the quaternary economy
will focus mainly on understanding, controlling, and synthesizing biological sys-
tems to improve cognitive and other capabilities of human beings. In other words,
as the late twentieth century was about development and deployment of ICT, the
beginning of the twenty-first century is about the exploration of active matter
and life sciences. For instance, synthetic biology can modify existing organisms,
which has many security implications.

The IoT will build bridges between the existing complex systems by extend-
ing the reach of the Internet into the physical world. This will allow deeper inte-
gration of the human world with nature (down to nanoscale levels) as well as
more efficient utilization of resources by intelligent management of flows of peo-
ple, goods, and assets. The goal is to build pervasive systems and environments
that are reliable, unobtrusive, autonomous, and secure. The intelligent systems
and smart environments involving the IoT can be considered to be generalizations
of the Internet (cf. combinatorial evolution of technology [43]). The controlla-
bility of the systems and environments will be enhanced significantly through
a network of nested heterogeneous networks with numerous hybrid interfaces,
leading to a formation of an extremely complex system of systems. The intelli-
gence will especially concern the interfaces, while the objects and processes will
be assigned their unique identifications (IDs). The information flows pertinent
to such intelligence must be governed by information security policies including
information labeling (classification), modification, ownership, and accountabil-
ity. The proliferation of the IoT will enable access to information about any envi-
ronment and about the status of any object, anytime, and anywhere. Establishing
these information highways is driven by the deployment of various IoT sensors
(physical devices) and markers (logical devices). In addition to ubiquitous sen-
sors, the radiofrequency ID (RFID) tags are another key enabler of the IoT, even
though these tags often have very limited computational and memory capabili-
ties (e.g., write-once memory, allowing only for static cryptographic keys). So
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far, the security of the RFID networks concern the use of so-called blocker tags
(to overwhelm the tag reader) and the establishment of privacy zones [26].

Information extracted from the data reported by the IoT is vital to make mean-
ingful decisions to move the system toward a desirable state. Thus, the emergence
of the IoT will have profound effects on functionality, dynamics, processes, and
activities, including security of many if not all systems on the earth:

� The existing (already complex) systems will become more closely inter-
connected and immersed.

� The interactions of components within and in between systems will
increase.

� The existing services will be modified while the opportunities for new
services will emerge.

� Our perception of the environment and the reality we live in will change.

� The scale and scope of security problems (among others) will greatly
expand.

For example, the Internet redefined social interactions [3] and is affecting the
structure and functions of the human brain [55]. Nanoparticles are now used for
sensing the biochemical processes inside biological cells and for drug delivery
[16, 17]. The utility grids are enhanced using secure data aggregation to optimize
energy consumption [33].

The IoT will also drive machine-to-machine (M2M) communications. More-
over, machine-to-human (M2H) communications are expected to be increasingly
more important; for instance, to enhance human brain capabilities, and at the
same time, to also enhance machines by exploiting the computational power of
the human brain (e.g., to detect, classify, and track multiple objects in arbitrary
visual scenes is an overwhelmingly complex task). The IoT networks can be even
used to implement brain-to-brain communications [48]. In general, the human
brain is the subject of intensive ongoing research [52]. For instance, the brain’s
complexity has been created in only 4.5 million years as a direct consequence of
social interactions and our ability to bypass natural selection (evolution). Unlike
very similar biological structures of the body in all human beings, brain struc-
tures show enormous variations among individuals. As the human brain is pri-
marily responsible for creating our culture as well as for making decisions, the
brain and our mind are now also the subject of serious security concerns. In par-
ticular, a new concept of so-called nonlinear or hybrid, network-centered wars
involving political, economical, social, psychological, and information contact-
less encounters as well as conventional military operations, is outlined in a report
[10]. This report, frequently debated on the Internet, argues that mankind has
entered a new era of permanent war, with the current phase being psychological
warfare, primarily targeting human thinking and decision-making. As well as the
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(a) (b) (c)

Figure 14.1: An example of three interacting networks (the gateway nodes are filled)
where, e.g., (a) is the human brain, (c) represents the surrounding environment, and
(b) is the IoT network creating the bridge between the other two networks.

for Internet media, such warfare can exploit new data from mobile phone sensors,
and from enhanced personal communications and other ambient technologies
[41] to affect our perceptions of reality, and also, in turn, our decisions (cf. ubiq-
uitous advertising). In summary, we may expect emergence of ecosystems of
interconnected things deployed in diverse environments with many industries
and players involved to make the world we live in more intelligent, predictable,
and controllable.

Complex systems are the main focus of many current scientific and techni-
cal investigations. These systems can be conveniently modeled as graphs repre-
senting interactions of a large number of nodes [14, 47]. They usually require
multiple models of different types (structural or physical vs. functional or log-
ical) at different spatiotemporal scales [32]. As an example, Figure 14.1 shows
three interacting systems, with Network B acting as a bridge or interface between
Networks A and C. For example, Network A is the human brain, Network C is
the surrounding environment, and Network B are the IoT sensors and actuators.
Even though the security of computer networks and of cybersystems have been
studied and understood extensively [50], the security of more general systems
having a network-like structure seems to be a new subject [38]. For instance, as
the biological and social networks are very complex, defining their security is
likely to be rather nontrivial.

In general, security provisioning requires extra resources (“there is no free
lunch”), and often, to trade off reliability, availability, and security [4]. The cur-
rent approaches to security emphasize prevention with pervasive monitoring and
control through passive protection, perhaps mimicking security as it evolved in
nature. The security of all systems can be described using security policies and
procedures. For networks involving technology, security must also account for
hardware and software implementations and their updates (due to possibly fre-
quent turnarounds and modernization). When considering the security of com-
plex sociotechnical networks, the main challenges accelerating the demand for
their security are:
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� Highly fragmented systems with diverse components and hybrid inter-
faces

� Components with varying levels of security certification, standards com-
pliance and interoperability

� A mixture of components designed with embedded security features and
those with security added as an extra feature

� A highly competitive environment with many manufacturers, operators,
contractors, suppliers, etc.

� The convergence of information and operation technologies (IT and OT)

� A growing need for remote access and management of subsystems

� A paradigm shift in the motives and targets of the adversaries, fueled by
IoT characteristics (e.g., the shift from small to large scale, from ad hoc
to well planned, from single domain to concurrent attacks across multiple
domains, from material or financial to psychological, etc.)

Ultimately, security provisioning must aim at

� Developing and supporting widely accepted good security practices
across IoT industries

� Identifying security monetization opportunities and accounting for under-
lying costs (e.g., environmental, social, and system downtime costs)

� Developing universal, systematic approaches to holistic security that
encompass all complex systems affecting our lives (e.g., embedding secu-
rity and creating security platforms and concepts, security intelligence,
plug-and-play security, etc.)

� Developing automated security threat (risk) assessments and security
analytics for arbitrary complex systems or their subsystems

Some of these challenges and aims can be addressed by implementing security at
multiple scales, at different segments (creating secure, less secure, and nonsecure
zones with the corresponding varying levels of security risks), and at multiple
layers (so-called layered security, robust against penetration attacks). Similarly
to other networked services and functions, security can be either implemented
within the network core or at the network’s edges; a viable network security will
likely require combination of both these approaches.

One of the main reasons to be concerned about security is that it impacts
the sustainability of systems [31]. For instance, malicious behavior, harmful
actions, malfunctions, and errors are likely to propagate through the network,
and may permanently change the system’s internal state [47]. Many real-world
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network systems and network models are scale-free which makes them very
robust against random, ad hoc attacks (i.e., random removal of edges and nodes)
[1]. However, these networks are very vulnerable to targeted attacks; for instance,
removing the hubs (highly connected nodes) can disrupt the network and its
functions very quickly. For example, a phishing attack targeting a specific indi-
vidual (so-called spear phishing) significantly improves the probability of suc-
cess [4]. Hence, when considering how to build the secure IoT, the focus should
be on targeted, planned attacks. The ad hoc random attacks that prevail in today’s
computer networks usually cause a temporary service disruption, even though the
aggregated cost of damages may be huge. However, a targeted and well-planned
attack may cause high-impact and lasting (even permanent) damage in many gen-
eral network-like systems. For example, a small-scale targeted attack to selected
power plants or the electricity distribution grid may cause a long-lasting coun-
trywide blackout.

The bottom line of most security attacks seems to be to identify a vulnerabil-
ity in the system to bypass its defense mechanisms. Obviously, defense becomes
more difficult for more complex systems; as popular wisdom goes: “the system
designers have to secure everything, but the attacker has to find only one vulner-
ability.” The most common vulnerability is to make assumptions about system
processes, system status, typical behavior of users, expected format of inputs,
and so on. The attackers are likely to search for situations when and where these
commonly accepted assumptions are violated, and use them to launch an attack.
However, making these assumptions can never be entirely avoided due to the
complexity of the systems we are dealing with, so no system can ever be made
absolutely secure. For example, any process within the system that is predictable
can be considered as an assumption that can be exploited by the attacker. Thus,
security should be considered to be a dynamic, continuously evolving process
rather than a static, one-off solution.

14.1 Characterizing Complex Systems
Many systems in our world can be modeled well as networks of interconnected
components. A large number of heterogeneous components and their various
spatiotemporal nonlinear interactions make these systems to appear very com-
plex (far beyond complicated). Understanding of these systems is a prerequisite
for devising how to make these systems secure. In complex systems, it is, gen-
erally, difficult to distinguish causes and effects, how they relate to each other,
and how to describe system behavior at all [32]. Locally, the components behave
stochastically and predicting their behavior is only possible over short timescales
(so-called organized simplicity). However, the compounded behavior of many
components becomes a meaningful macroscopic characteristic of the system that
is predictable over longer time intervals (so-called organized or unorganized
complexity). Predicting the behavior of complex systems is mainly complicated
by the nonlinear responses to perturbations (i.e., the whole is not equal to the
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sum of its parts). In data-driven modeling, it may be straightforward to mea-
sure the individual components; however, measuring the interactions (sometimes
referred to as protocols) between the components or groups of components is
often difficult.

Complex systems have a number of typical intrinsic characteristics: self-
organization and adaptation to the environment, emergent macroscopic behav-
ior, and maintaining a dynamic internal state at the boundary between order
and chaos [27]. Their self-organization is achieved in a fully distributed manner;
centralized control or predictable hierarchy is not possible in complex systems.
The adaptation can be described as solving different constrained optimization
problems at different spatiotemporal scales (e.g., from continuous homeostasis
in cells to habitual behavior of whole populations during evolution). Long-term
adaptations are critical for system sustainability and survival. Complex systems
usually recover from small perturbations, maintaining stability in an internal
(steady) state, but may transition to a new state once the perturbations become
large enough. Adaptations may reflect changes in the values of static variables,
and even more radical changes of the internal structure. Moreover, complex sys-
tems do not have to evolve from scratch. They are often built by reusing the
components and subsystems of other complex systems, which can speed up evo-
lutionary developments significantly (cf. the human brain, software, and combi-
natorial evolution).

Fundamentally, all complex systems can be characterized from different
perspectives, domains, contexts, and spatiotemporal scales, as indicated in
Figure 14.2. Thus, the services and functions provided by complex systems are
observer dependent. The optimization problems defined in different domains

1

2
N

Figure 14.2: The projections (N hyperplanes) of a complex system (the hypersphere).
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may have different priorities, so the overall global solution to these problems is
also dependent on priorities. For example, society offers education, healthcare,
postal deliveries, emergency response services, transportation, supply chains,
and other services. The domains may have subdomains, such as those of cul-
tural values and emotions within the domain of society. This has important con-
sequences for the security of complex systems such that a sophisticated attack
can evolve from one subsystem (context, service plane, or domain) to another as
vulnerabilities are discovered and exploited until the attack reaches its intended
objective. Such attacks and, especially, the corresponding defenses are a far more
challenging problem than the analogous attacks on computer networks (possi-
bly combined with social engineering as another domain) known as pivoting
[4], since the multitude of available domains may help to completely conceal
the attack. Thus, detecting and stopping an unfolding attack across multiple dif-
ferent domains may be provably impossible. A good understanding of possible
targets and motives of the adversaries (i.e., a good model of them) may signif-
icantly increase the chances of their discovery (i.e., to know where, when, and
what to look for). Similarly, to make the software environment more secure, it is
suggested to minimize the number of concurrently running applications and pro-
cesses [4]; however, this strategy is not viable, or at least not easy to achieve, for
complex systems serving a large number of users with many different services.

Unlike the designers of complex systems who are concerned with the reli-
ability, emerging patterns of behavior, and evolution and adaptation of these
systems, the attackers are mainly concerned about not being caught. Thus, the
attackers may use a combination of the ad hoc trial-and-error strategy together
with computational modeling and planning to plot an attack which gives them an
enormous advantage over the defenders. Moreover, as the adaptation of complex
systems is usually just good enough (i.e., possibly far from the optimum) to strive
and survive, an interesting problem is how to capitalize on this to make complex
systems more secure. For instance, complex systems that are more tolerant to
perturbations are also likely to be more secure (or easier to be secured).

Introducing the IoT into the existing complex systems will create the intrin-
sic intelligence needed to enhance the ability of these systems to adapt and self-
organize. As the IoT can create interfaces and build bridges among different
complex systems, we can expect the controllability of many existing systems to
be either significantly improved, or newly created. The resulting sociotechnical
(or cybersocial) systems can be then perceived as being built above the informa-
tion and communication technologies (ICT) and the underlying social networks,
and with different scopes of security, as shown in Figure 14.3.

An important class of optimization problems defined in complex systems
are so-called wicked problems [27]. These problems are extremely difficult to
solve, since they are even difficult to formulate precisely, and in addition, even
solving any one of their aspects does not reduce their complexity. The solutions
of wicked problems are always only approximations which are even difficult to
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Figure 14.3: The security scopes of cyberphysical and cybersocial systems.

verify. These solutions cannot be obtained iteratively nor by exhaustive search to
conquer their complexity. All wicked problems are unique, so solving any one
such problem does not help to solve other similar problems. Wicked problems
can be described from different perspectives or domains (cf. Figure 14.2) which
determines the nature of their solution. The security of complex networks includ-
ing, for example, cyberwars and global terrorism are good examples of wicked
problems.

We can identify some recent trends that play a significant role in the evolu-
tion of complex systems. Many of these trends are well known and established in
computer science to develop computing systems. For instance, virtualization is
a technology to create virtual hardware and software computing platforms [13].
Virtualized computing environments are often used in the education of computer
security [9]. More interestingly, we can observe network virtualization tenden-
cies in other types of complex systems: for example, fiat money and derivatives
in financial markets (vs. the real economy), virtual friendships on social websites
(vs. real human relationships), incremental research results reported in scientific
publications (vs. bold and risky research problems that are difficult to publish),
manufacturing perceptions and impressions in social networks (vs. going beyond
more easily manipulated or even artificially manufactured information labeling
using metadata), and so on. Particularly in social networks, ongoing virtualiza-
tion causes decorrelation of intrinsic processes, changes of (once long-standing)
values and shifts in perception; for example, devaluation of the experiences of
older generations, and of university education as it no longer guarantees a well-
paid job and prospective career, and higher-income activities are no longer more
risky nor demanding more resources (e.g., investing in the stock market).

Furthermore, distributing and pooling resources is another example of tech-
nology originally devised to build cloud computing platforms [13]. This strategy
can be used more generally to build fundamentally new products and services
by exploiting multiple types of collaboration and interaction. For instance, func-
tionality can be shared between the smart watch and the smartphone, and a cell
phone antenna can be utilized as a wearable element of clothing. A point-of-care
medical diagnosis can be performed in a distributed manner in close proximity
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to the patient rather than in a centralized manner in the laboratory. Laboratory
equipment can be centralized and accessed remotely via defined interfaces [40],
and so on.

The change of the internal state of a complex system is indicative of prior or
ongoing perturbations, and possibly divergence from the normal operating con-
ditions; for example, as the result of a security attack. Such changes can be often
inferred using so-called markers which are either observable substances or mea-
surable quantities. For example, a biomarker or biostamp indicates the presence
of a living form in the environment, or enables one to distinguish between normal
and pathogenic processes occurring in living matter. A genetic marker is a piece
of DNA identifying the specific biological species. The decorrelation of selected
system processes can serve as a general-purpose marker to quantify system sta-
bility and sustainability. Other markers, such as the rate of failure or the amount
of flow, are often used to monitor the quality of the services provided.

In the following sections, we will review some representative examples of
complex systems and discuss their security aspects.

14.1.1 Wireless networks
Wireless access is fundamental for building modern telecommunication net-
works, including the sensor networks for the IoT. The nature of wireless trans-
missions, at the lowest (physical) layer of the protocol stack, creates unique chal-
lenges as well as opportunities. The main security challenges of wireless trans-
missions are jamming and eavesdropping [56]. The jamming station transmits
intentionally or accidentally concurrently in the same frequency band as the legit-
imate station, and the resulting electromagnetic interference normally exhausts
the capabilities of the receiving station to recover the transmitted information.
The optimum jamming strategy requires knowledge of the legitimate transmis-
sion schedule; this can be achieved, for example, by hijacking a legitimate station
and altering its transmission schedules and protocols. Jamming efficiency, as well
as resistance, can be improved by a group of collaborating stations. Jamming
is part of the broader electronic warfare to gain control of the electromagnetic
spectrum. In general, the stations in a wireless network can monitor each other’s
actions to learn (in a distributed, cooperative fashion) and also to suppress (e.g.,
to penalize) any suspicious or unusual behaviors by rogue stations.

A traditional protection against eavesdropping is based on cryptography [56].
However, particularly for the lightweight wireless sensor nodes to be deployed
in the IoT networks, the use of cryptography is severely limited, although not
impossible [29]. In general, cryptography is used to implement users’ authenti-
cation and authorization as well as to create confidentiality of data and of infor-
mation flows; for example, to restrict multimedia content distribution to only the
paying customers.
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Recently, information-theoretic approaches to security gained consider-
able attention [42]. These methods guarantee a secure transmission that is
unbreakable (no matter how computationally powerful the eavesdropper may
be) and even quantifiable as the maximum secure transmission rate. However,
whereas the assumptions about computational power and knowledge of the trans-
mission schedules by the eavesdropper are relieved, all the wireless physical
layer security schemes considered seem to rely (in one way or another) on more
favorable transmission conditions for the legitimate station than those for the
eavesdropper; this can never be permanently guaranteed in practice. For example,
time-varying and unpredictable propagation conditions are known approximately
only to the end stations of the particular wireless link. More importantly, an
unknown number of eavesdroppers can collaboratively bypass the information-
theoretic guarantees. On the other hand, it is possible to show that using multiple
transmitting and receiving antennas does improve information-theoretic secu-
rity [42].

14.1.2 Biological networks
Many functional as well as structural network models have been devised to study
biological systems [19]. Examples of such models are gene regulatory networks,
gene coexpression networks, protein residue networks, protein–protein interac-
tion networks, biochemical reaction networks, metabolic networks, intercellu-
lar networks, vascular networks, brain networks, and many others. To capture
the complexity of biological systems, it is often important to consider multiple,
possibly hierarchical models representing different spatiotemporal scales. The
network models of biological systems can be used to devise various “hacks”
to modify certain functions of these systems; for example, to define personal-
ized medicine [23], to synthesize artificial biological components [5], or to dis-
rupt biological functions using a new generation of the DNA-based biological
weapons possibly disguised as genetically modified food or medical vaccina-
tions [45, 53]. Nanotechnology and nanoscale networks exploiting biomarkers
will play a key role in bridging the gap to control biological functions at the
cellular and subcellular level. Nanotoxicology is concerned with the safety of
nanoscale substances and devices which can be extended to cover the issues
of (nano)security also. Moreover, the market for innovative healthcare products
supported by IoT devices is growing rapidly, with applications mainly in fitness,
long-term medical conditions, and preventative medicine.

Biological immunity is a well-known example of the natural security system
defending organisms against infection and invasion by foreign substances and
attacks by viruses, bacteria, and parasites. The key feature of the immune system
is the capability to differentiate between the self and the nonself [57]. The sim-
pler organisms have immune systems composed of the discrete, general-purpose
effector cells and molecules. More complex organisms also developed so-called
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specific immune responses which recognize billions of foreign pathogens. The
former subsystem is known as innate immunity, and it is found in most living
organisms. It also includes the cellular boundaries such as tissues and a skin as a
natural security barrier against invasion (cf. a firewall in computer networks). The
latter subsystem greatly benefits from the adaptivity and learning to launch more
sophisticated counterattacks against invasion. Moreover, the immune system is
fully distributed (no centralized control), tolerant to small errors (malfunctions),
and, in normal conditions, it protects itself. The adaptive part of the immune
system also exploits diversity combining to build a large number of antibody
receptors.

Among well-known and understood examples of bacteriophages attacking
susceptible bacterial cells is a T7-phage infection of the Escherichia coli cell
[18]. In this process, several layers of the defense mechanisms of the bacterium
are overcome by the phage. Briefly, the phage attaches to the bacterium and
injects into it its viral DNA, including the proteins needed to halt the DNA repli-
cation of the host. The host cellular machinery is then used to begin replication
of the viral DNA and the supporting proteins.

14.1.3 Social networks
Social networks are the main product of brain activity. They are as vulnerable to
attacks and hacking attempts as any other networks [38]. A simple example of
the hacking of social systems is making and breaking promises. The resources
pertinent to social networks are usually of an abstract nature: social status, ideas,
happiness, motivation, freedom, free time, and many others. As these abstract
resources can be taken away (stolen), so they are the subject of competition
as well as security concerns. The most common attacks to and within social
networks are various types of psychological manipulation, with the strategies
referred to as pretexting, diversion theft, phishing, and others [4]. While these
attacks are well-defined criminal activities, the activities of, for instance, psy-
chopaths can be much more damaging to society, and yet they rarely result in any
criminal convictions. The actions of psychopaths can bring down whole compa-
nies and even state economies (depending on the social status of the psychopath),
and thus, they may affect lives of many more people, unlike computer hackers
who usually cause only limited financial damage. In fact, social networks are
likely to be much more susceptible to attacks than computer networks.

Psychopathic activities are now much better understood [6]. They are also
very illustrative in defining the security of social networks. In particular,
psychopaths exploit the vulnerabilities of social networks, similarly to hackers
in computer networks. Psychopathy has been recently recognized as a personal
survival strategy rather than a personality disorder. This has not only many legal
implications, but also implies that psychopathy may propagate through soci-
ety as an epidemic, as suggested by empirical data as well as our everyday
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experiences [59]. Sociologists warn about the recent outburst of pathological
behaviors in society which may threaten the sustainability of society and social
structures. Psychopathy is more likely to be detected in open societies (cultures
and institutions) rewarding individualistic (selfish) behaviors than in more tradi-
tional, closely interconnected communities. The mind of a psychopath appears to
be “shapeless”; an important trait that allows them to take advantage by quickly
adapting to diverse everyday situations to maximize personal profit (whereas
nonpsychopaths appear to be unable to make such adaptation). At the same time,
such flexibility of mind appears to an outside observer as a pattern of random
decisions and unpredictable behaviors lacking any long-term goals. The primary
objective of all psychopathic efforts is to acquire power so as to gain full control
of other people’s lives. Psychopaths are prone to take high risks in order to reach
their objectives, and are programmed to win at “any cost.”

Psychopaths are masters of mind games. Specifically, they seem to have the
innate superior psychological skills to decipher other peoples’ minds. They use
these to uncover the strengths and weaknesses of other people, even during short
encounters. They use such knowledge to devise methods of social manipulation
to gain power while disguising their intentions and remaining undetected by the
system’s defense mechanisms (e.g., by important decision-makers in an organi-
zation). In a social network, psychopaths quickly map the social structure and
categorize the players whom they encounter as: can be manipulated and taken
advantage of; have no value for gaining more power, so can be ignored; can be
a threat, so have to be eliminated; represent a good opportunity for advancing
career and power, so have to be groomed; and so on. This way, they are able
to gain genuine support and admiration from the psychologically manipulated
individuals while eliminating those who may stop or slow down their advance-
ment to higher social status with more power. Consequently, the discrepancies
between their self-presentation, actions, and thinking are significantly larger in
psychopaths than in nonpsychopaths. Interestingly, the only people in the sys-
tem who are able to clearly recognize the ongoing psychopathic attacks are those
who were considered to have no value to the psychopaths, so were ignored (and
thus, not psychologically manipulated). Furthermore, psychopaths are capable of
identifying each other to form short-term (rarely long-term) coalitions to increase
the efficiency of their attacks against social networks.

A simple model of a large-scale social network (civilization) is to clas-
sify people as: free riders (excessive consumption of the resources compared
to little contribution to society), the majority of users (their consumption and
contributions balance), and contributors (their contributions exceed their con-
sumption). A balance among these three groups affects the stability and sus-
tainability of social networks. An unprecedented growth of the proportion of
free riders in the post–second world war era should be a serious (security) con-
cern. It has been proposed that the contribution level of subjects (e.g., people,
things, and even processes) to the sustainability of systems or networks should



368 � Security and Privacy in Internet of Things (IoTs)

be assessed by simply considering whether to add or remove particular sub-
jects from the system. Another sociological theory claims that the stability of
large-scale social networks require that these two conditions are satisfied: all
members are rewarded (i.e., it pays off) for obeying the commonly accepted rules
(the law), and most members are convinced that large rewards accumulated by
some members are well deserved.

The Internet, as well as the IoT sensors, leaves traces and digital fingerprints
as we live, travel, and get involved in many daily activities. For example, the
biometric sensors in wearables and other healthcare technologies can and will be
used to collect personal data beyond those that are currently being aggregated
from social websites. Such data can be used to build accurate predictive models
of individuals and groups (a collective mind). The concern is that these models
can be exploited not only to identify and suppress psychopathic (or terrorist)
activities, but they can be also used to design powerful computational strategies
to disrupt or control large-scale social networks. Because of current intensive
studies of the human brain and the mind, the privacy of IoT biometric data of
(some) individuals may even become the subject of national security.

14.1.4 Economic networks
Economics studies production and distribution of services and goods [60]. It con-
tributes rich and universal tools which can be readily used to describe the dynam-
ics of other systems. For instance, academic publishing, once purely driven by
the advancement of our knowledge, is now a much more complex process [2]. In
particular, as research methods improved and vast amounts of knowledge were
made available, research productivity increased considerably. The number of
researchers in science and technology worldwide have increased exponentially in
the past two decades, so following marketing and sales rules are now very impor-
tant for survival in the very competitive world of academia [11]. A study [12] on
the outcomes of globalization made the following three (among others) crucial
observations: First, globalization revealed that scientific and technical knowl-
edge is very liquid, so it flows to geographical areas with sufficient financial
resources. Second, worldwide competition in research created strong pressure to
deliver research results at the lowest prices possible (a so-called Dutch auction)
while forming an (unsustainable) “winner takes all” competition. Third, “hard
work” is no longer a winning strategy once it has been adopted by most players
in the system.

As globalization has tremendously increased competition for resources, many
networks are forced to operate in a low-resource regime (e.g., many systems
have been made more green) which is very different from a regime with abun-
dant resources. Hence, the economic wars in today’s world are intensifying as the
means of achieving geopolitical objectives. For instance, we can recognize ongo-
ing monetary wars (e.g., quantitative easing, competitive currency devaluations),
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financial wars (accumulating exports to improve the trade balance, manipulating
the prices of commodities such as precious metals and oil, producing suspicious
credit and other ratings, using government obligations as debt collateral, etc.),
economic sanctions (artificially limiting international trade), as well as intellec-
tual property wars (often concerning the patent portfolios of large pharmaceutical
and high-technology companies). The key to understanding economic warfare is
that, due to globalization, national economies are now much more tightly inter-
connected, so any negative consequences are likely to spread through a global
economic network [20]. Moreover, exploiting economic asymmetries and creat-
ing structures of mutually protective economic elements are some of the (general)
tactics used in the current economic wars.

The IoT will improve existing and enable new economic processes such as
tracking and managing the inventories of goods, delivering parcels, supporting
e-commerce activities (online shopping), optimizing supply chains and manufac-
turing, creating smart environments for assisted living, personalized healthcare,
and so on. Unfortunately, introducing intelligence into these economic processes
will also create opportunities for more sophisticated small-scale as well as large-
scale attacks and exploitation as part of economic warfare.

14.1.5 Computer networks
Computer security has been the subject of extensive investigations, so most of
the research on security exists in this area. The most valuable outcome of these
efforts is that the security principles discovered in computer networks can be
transferred (possibly with some modifications) to other systems that can be mod-
eled as networks. Thus, all networks are prone to hacking and hijacking and other
types of attacks. For example, the service flows in the network can be disrupted,
and rogue actions can spontaneously propagate through the network. To better
illustrate attacks on computer systems, we describe the principles of a piece of
malicious software (malware) known as the rootkit.

A basic idea of the rootkit software is the installation of a small program
near or at the core of the operating system (on cell phones, on the IoT middle-
ware, etc.). Such low-level deployment allows the rootkit to hide its presence
from most other programs and processes, so it can operate in a stealth mode
and remain undetected for very long periods of time [36]. Methods to detect the
rootkit involve behavioral-based methods, signature and difference scanning, and
a memory dump analysis. The rootkit typically opens the back doors for other
malicious software, and can enable to gain the system access with administra-
tor’s privileges. Some strategies for rootkit deployment include social engineer-
ing to obtain initial administrator-level access to the system, or compromising
the core update to be distributed to the server. For instance, the successful hack-
ing of a company’s internal computer network was demonstrated several times
by first gaining unauthorized access to a less secure personal computer of a close
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family member of a key employee or executive of the company. Similarly, to
secure the network of IoT devices, it is not sufficient to deploy secure gateways
with firewalls, as the hackers will search for vulnerable nodes to bypass these
defenses. The IoT network will be inevitably less secure than the traditional com-
puter network due to the presence of nodes with limited computing power, so one
has to be concerned with attacks initiated at these nodes of the IoT network, since
they can then escalate into a conventional attack on the whole computer network
(the Internet).

Finally, the cyberwars over computer (and soon also over IoT) networks [15]
are becoming the primary objective in the global competition for resources rather
than being only a traditionally supporting element of conventional war games
[10]. Hence, these wars are large-scale politically and economically motivated
hacking attempts. Recently, several governments publicly admitted that they are
developing cyberattack strategies in addition to their existing cyberdefenses. The
cyberwars are likely to be combined with other types of modern warfare strate-
gies, as explained in [10]. Unfortunately, the IoT will enhance modern cyberwars
by, for example, providing more accurate information about remotely located
objects and environments (cities, buildings, individuals, weather, energy distri-
bution grids, goods supply grids, etc.).

14.2 Computational Tools for Complex Systems
Empirical data are central to computational engineering for the creation of
meaningful models of complex systems, and for the accelerating of the prod-
uct development cycle and shortening of the time to market. There are two dis-
tinct approaches to data-driven modeling: so-called reverse modeling devises
mathematical models to fit measured data, whereas forward modeling devises
experiments to obtain the data that are the most useful for a given modeling strat-
egy. The first approach has been used in computational science for many years.
The newer, second approach aims to develop computational vision systems by
attempting to directly reconstruct the characteristics of real-world systems. The
second approach also has provenly better power in making predictions about sys-
tem properties and uncovering unobserved relationships. However, modeling of
dynamic systems is, in general, very challenging, as it is often limited to selected
processes that are deemed to be the most important. It is very likely that modern-
day hackers will exploit these computational approaches extensively to devise
sophisticated and possibly multiscale and multidomain attacks against increas-
ingly more complex systems while evaluating and limiting their chances of being
detected.

In general, data can be collected from the (IoT) sensors, generated as inputs
at human–machine interfaces, or be already stored in databases and remotely
accessed via the World Wide Web. There are significant privacy and ethical issues
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concerning any sources of data, whether considering the sites of their generation
or storage. In addition, there are still uncertainties about

� What data to collect and

� How to use information extracted from data

which gives rise to many open issues. For example, just as we do not store every
packet passing through the Internet, we should not store all data from every
sensor in the IoT. There is a trade-off between the real-time (online) learning
from data and the accuracy of extracted information. Distributed data must be
aggregated before applying data analytics and visualization. Since “sensing data
without knowing the location is meaningless,” the utility of the IoT is improved
significantly by exploiting the spatiotemporal contexts. Such so-called geospa-
tial analytics are inspired by the long-existing Geographic Information Sys-
tems (GIS) [37]. More importantly, structured as well as unstructured data are
increasingly labeled by metadata to aid processing (mining) for the extraction of
knowledge. It is likely that securing such metadata is more critical than securing
actual data.

In general, computational methods are now being introduced into the tradi-
tional experiment-driven disciplines in life sciences and humanities such as biol-
ogy, medicine, psychology, sociology, and even history. The main objective of
these efforts is to recreate these disciplines on more rigorous mathematical foun-
dations. It is then only a matter of time before computational security emerges to
allow more systematic and rigorous study of security of complex systems. Thus,
all major hacking attempts are likely to move away from random ad hoc discov-
eries and exploitation of vulnerabilities to the use of more scientific approaches.
Computational hacking will strive to achieve similar goals, but more system-
atically and at different (i.e., very large) scales and possibly across different
domains, well outside traditional computer networks. Obviously, computational
security is concerned about scientific approaches to security rather than the secu-
rity of computing.

In the following section, we will review some of the most promising model-
ing methodologies that can be used for computational security analysis of com-
plex systems. A sophisticated targeted attack (i.e., the target is set a priori, in
advance) can be constructed analogously to other engineering design work flows.
For instance, a computationally aided attack may evolve following these steps:

1. Identifying and gathering relevant data from existing sources, and possibly
also actively probing the system to solicit additional useful data.

2. Data evaluation and model building for the targeted system (multiple mod-
els at different scales and in different domains likely required).

3. Security assessment of the model using computer simulations (mathemat-
ical analysis likely to be intractable due to model complexity).
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4. Exploiting the identified vulnerabilities to create an initial strategy of the
attack.

5. Refining the attack strategy and devising its implementation under the
concealment, available timescales and resources, and other required
constraints.

These steps can be iterated in the course of the attack to adaptively increase
chances of success and of concealing the attack.

14.2.1 Signal processing tools
Due to uncertainties in system models (parameter values and model structure)
and the random behavior of actors often observed in many complex systems,
statistical description and statistical signal processing must be used [30]. Many
statistical signal processing problems rely on the ergodicity (i.e., the statistical
averages are not time varying) and stationarity (i.e., the time averages are non-
random) of the underlying random processes in the models. The main idea is
that these signal processing methods work well on average, for the vast majority
of inputs and system internal states. More recently, statistical signal processing
approaches are considering the probability intervals in addition to the first- and
second-order statistics corresponding to the statistical mean and variance, respec-
tively [24, 28].

Statistical inferences are the basis of estimation theory, which focuses on
the problems of finding the values of model parameters. These parameters are
typically arranged into a discrete finite-dimensional vector, or they may be
continuous-time signals. Good inference strategies are strongly dependent on
how much statistical information is known a priori about the parameters. On
the other hand, testing of hypotheses is the main task of detection theory. In this
case, the parameters of interest are discrete random variables, and we want to
know how likely (how probable) their different outcomes are upon observing
some data a posteriori. Estimation and detection theory are both built from the
first principles of probability theory. However, for more complex problems—for
instance, involving high-dimensional and structured data—more practical meth-
ods beyond the first principles have been developed such as machine learning,
pattern recognition, and fuzzy logic [46]. For instance, an adversary may use
machine learning to identify the predictable patterns of the system processes to
devise a powerful attack and avoid detection.

Deep learning attempts to learn efficient representations of unlabeled data,
and then to follow similar principles as neural networks with multiple layers of
nonlinear processing [22].

Game theory studies mathematical models of cooperative and competing
strategies among interacting intelligent players. For example, it can be used to
devise unpredictable schedules of security checks under minimum resource con-
straints [58].
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To simulate the collective dynamics of complex systems and solve difficult
problems, multiagent models and multiagent systems, respectively, have been
developed [21]. The latter involves the intelligent agents within complex net-
works. The reasoning of these agents can have a form of algorithmic search,
function, or reinforcement learning. Prior to multiagent simulations, the dynam-
ics of complex systems were typically modeled by a set of time-dependent dif-
ferential equations expressing the internal states of the system. These models
usually lead to emerging or cyclical system behavior. However, their descriptive
power is often limited to highly aggregated scenarios, since they do not account
for time-varying relationships among the agents as they exploit their intelligence.

Consensus learning over networks is concerned with the analysis and algo-
rithms for information diffusion in complex systems [49]. It generalizes central-
ized data fusion which does not scale well and has a single point of failure. It
also generalizes highly vulnerable incremental linear learning as shown in Fig-
ure 14.4. Distributed learning is robust against link and node failures, and it
has a good speed of convergence for small-world type of networks. Using the
results of graph theory and control theory, performance guarantees can be given
as a function of the network structure [49]. Model (c) in Figure 14.4 has diverse
applications, including synchronization of coupled oscillators, flocking, gossip-
ing, belief propagation, and load balancing in networks.

Finally, the algorithms are a crucial step of the implementation of signal pro-
cessing methods. Their design is especially important for large-scale problems
and time-critical applications such as online learning from large numbers of data
sources. Algorithm design is also challenging when computing resources are
constrained; for example, in IoT sensor nodes, using cryptography for securing
information is difficult. Evolutionary algorithms are popular for simulations of
large-scale complex systems [7]; they are trial-and-error stochastic optimization
methods that are inspired by the principles of Darwinian evolution.

14.2.2 Network science tools
Network science is a rapidly emerging field developing mathematical tools
for studying complex networks [47]. It capitalizes on results from many other
disciplines such as graph theory, statistical mechanics, and data visualization
and algorithms. Initial efforts were focused on describing the structure of

(a) (b) (c)

Figure 14.4: Information consensus as (a) centralized fusion, (b) incremental learn-
ing, and (c) fully distributed cooperative learning (circles: sources; squares: sinks).
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networks [54], since the ultimate goal is to predict system properties from their
structure. Further efforts in network science considered processes and phenom-
ena in networks. Current research is concerned with dynamic networks that
evolve over time. Some of the most important network (complex system) prop-
erties studied by network science are: connectivity, autonomy, emergence, non-
equilibrium steady states, self-organization, and evolution. Connectivity is an
integral quantity: deciding whether the two nodes are connected is only possible
over a nonzero time interval. The autonomy of nodes is a necessary condition to
allow their intelligent decisions. Even though the emergent macroscopic behav-
ior from local interactions is nonrandom, it is so complex that it is unpredictable.
The existence of states close to an equilibrium (being nonstable) is a crucial con-
dition for the system to keep evolving. Self-organization is a form of structural
adaptivity in response to actual or perceived (anticipated) external perturbations
or events. Evolution itself is a long-term, large-scale adaptivity to the external
environment.

Network models are usually derived from available data, and they are often
only approximations or subgraphs of the whole system. The literature refers to
the study of network structures as social network analysis (SNA) [54]. SNA
offers different types of metrics to evaluate network connectivity, centrality, tran-
sitivity (e.g., clustering), similarity, searchability, routing, partitioning (e.g., com-
munities), and other properties. For instance, centrality metrics assess the impor-
tance of nodes (or edges) within the network structure; they are predictive of a
node’s (edge’s) influence on some phenomena and events such as malfunction
and failure, disease spreading, and information flows.

In general, the network metrics can assume network nodes or edges. The
metrics can be defined locally for every node or edge, or for a group of nodes
or edges, while possibly taking into account whether the network represents
a directed graph or not. Network metrics assuming the unit-weight edges are
widely accepted. Redefining the metrics for weighted and, thus, more realistic
network models is not straightforward, so many such metrics have been pro-
posed in the literature. Another topic of significant practical interest is to specify
the procedures for generating artificial random and nonrandom large-scale net-
work models with the desired structural properties. Except for a simple, purely
random network generator, more realistic scale-free and small-world network
constructions utilize preferential attachment and random rewirings.

The network robustness against failures, the spreading of epidemics, infor-
mation cascades, and searching and routing phenomena are of particular interest
to computational security. Network robustness is evaluated as a change in the
network metrics when nodes or edges are being removed or added. Alternatively,
network resilience is its ability to resist a change due to external disturbances.
Network resilience is the speed at which the network returns to normal function-
ing after external perturbations. The spreading of epidemics and information cas-
cades predict the autonomous distribution of material objects (e.g., viruses and
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mechanical malfunctions) and information (e.g., know-how and news) through
the network, respectively. These phenomena can be exploited by the adversary
to forecast and, thus, to plan the distribution of malicious objects (e.g., malware)
and misleading information (propaganda). Searching networks aims to find a
source–destination path in a reasonable amount of time, whereas network routing
finds such a path with minimum cost. Since many networks have a small-world
property (cf. six degrees of separation), an adversary can (theoretically) reach
any node within these networks in only a small number of steps, which makes
these networks more vulnerable.

In general, many network models seem to exhibit a threshold robustness
against attacks. The attacks below the threshold are normally absorbed by the
network, whereas they may cause great damage once they exceed the threshold.
This threshold is a function of the network structure (scale-free, small-world)
and the defense mechanisms used within the network for its protection. In other
words, the defense mechanisms employed within the network affect how the
network structure is perceived by the attackers. Depending on knowledge about
the network structure, the attacks may target highly centralized (i.e., highly con-
nected) nodes (referred to as hubs). Such targeted attacks are very effective in
disrupting scale-free networks (many real-world networks are scale-free). Thus,
the knowledgeable attacker is very powerful and can cause significant damage
to the system (or, for the same reasons, a disease can be cured more effectively).
However, even purely random attacks without any knowledge can be effective in
some types of networks, and if they are allowed to accumulate over time.

14.2.3 Controllability and observability of networks
Network controllability and observability are important topics in network sci-
ence. They are also fundamental for the computational security of complex sys-
tems. A smart attacker may be motivated to gain at least partial control of the
system and to get access to additional resources rather than attempting to cause
any damage. Optimum controllability and observability can be derived for a static
directed network where every node and edge is assigned a scalar value [34, 35].
The node values represent the system’s internal state, and the edge values are
attenuations of the node states. Controllability is defined as the ability to drive
the system from an arbitrary state to any other state. The task is to find the mini-
mum number of driver nodes to become external inputs to the network to achieve
its full controllability.

A brute-force search for the driver nodes is an NP-hard problem. More-
over, the mathematical conditions of controllability are numerically difficult to
evaluate for large networks and, also, the edge weights are usually unknown
in many practical scenarios. Using a graph-matching technique, it was shown
in [34] that the minimum number of driver nodes is strongly degree distri-
bution dependent; surprisingly, the driver nodes are usually the nodes with a
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small degree connectivity (i.e., not highly connected hubs). Therefore, sparse
and heterogeneous networks (likely to be representative of the IoT) are more
difficult to control than dense and homogeneous ones.

Similarly, observability of complex networks is the task of estimating their
internal state from a finite number of observations. Assuming a linear net-
work, considered above to illustrate network controllability, one may define a
dual problem to immediately identify the observation (sensor) nodes of network
knowing the driver nodes [35]. To overcome similar computational issues that
were mentioned above for network controllability, observability can be approxi-
mated by decomposing the network into a set of strongly connected components;
typically, it is sufficient to select one sensor node within each of these compo-
nents. Similarly, partial observability identifies the minimum number of sensor
nodes to reconstruct some (but not all) state variables. This is analogous to the
problem of defining optimum markers for selected processes in a complex sys-
tem (cf. Figure 14.2).

The use of conventional trial-and-error random attacks to discover network
vulnerabilities may greatly increase the chances of detecting (and stopping) these
attacks. Hence, the more sophisticated approaches of computational security
using techniques derived from network science can be particularly attractive.
For instance, effective attacks against networks may target their controllability as
well as observability. Such attacks are dependent on the knowledge the adversary
has about the network (e.g., the topology and weightings). In many scenarios, it
is fair to assume that the adversary has at least some partial knowledge (e.g.,
some of the driver and sensor nodes are known) which can be represented as a
subnetwork of the original network. The adversary may then employ the outlined
computational procedures to devise an optimum attack, including to first attempt
to gain additional information about the targeted network.

14.2.4 Network tomography
Network monitoring is a generalization of network observability as defined in
the previous subsection. Monitoring of complex systems is essential; for exam-
ple, for the allocation of resources, ensuring a certain quality of offered services,
and for detecting abnormal activities and behaviors to guarantee the network
reliability and security [8]. Since separate monitoring of individual nodes and
edges is impractical, either active network probing or passive observation is used
instead (e.g., end-to-end measurements). This leads to an inverse problem of
either reconstructing the network’s internal state, or testing hypotheses (e.g., to
decide whether the network behaves abnormally) from a finite number of obser-
vations. From the implementation perspective, these problems can be interpreted
as distributed or collaborative sensing, inference, or decision-making.

Conventional mathematical tomography exploits either sectional or pro-
jection imagining and the subsequent computational reconstruction. However,
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the majority of the methods developed so far for network tomography are
straightforward applications of statistical inference and hypothesis testing, with
limited or no considerations for the network structure and other network prop-
erties. Furthermore, whereas conventional mathematical tomography provides
reconstruction guarantees, the uniqueness of network tomography reconstruction
has not been shown, but for several specific network instances. Ref. [8] suggests
assuming graph embedding in higher-dimensional hyperbolic spaces to obtain
proof of reconstruction for more general network structures.

It is clear that network tomography can be vital to computational security.
In many scenarios, the network tomography procedures of identifying the net-
work’s vulnerabilities can directly lead to efficient attack strategies against the
key network infrastructure. For instance, in [8], an adaptive iterative network
tomography reconstruction is investigated, where new observation nodes are
identified as the network is being partially reconstructed at each step. Such itera-
tive exploration of the network can be readily combined with malicious activities
while it is progressing.

14.2.5 Lessons from communications engineering
Continuous information exchanges glue networks together, albeit that these
exchanges may take on many diverse forms. Over 60 years of communications
engineering revealed some recurring patterns and strategies of how the informa-
tion flows are efficiently implemented [43, 61]. In particular, information is a
measure of uncertainty, and since this uncertainty varies in space and time, infor-
mation is a function of spatiotemporal coordinates [39]. Additional uncertainty
distorting information during its transmission arises due to uncertainties con-
tained in the transmission medium. Hence, successful information transmission
can only be achieved statistically (i.e., on average).

Information is always embedded into some form of matter for its transmis-
sion over a physical medium in the process referred to as modulation. In complex
systems, we observe modulated patterns, but we may not know what informa-
tion they represent, nor the exact spatiotemporal location where the information
originated, nor where it will be extracted, and how it will be used. On the other
hand, man-made telecommunication networks exploit many simplifying assump-
tions, such as: information does not vary over space and time, the information
sources and destinations are known exactly, and the use of information outside
the telecommunication network is never considered.

The only method available to achieve reliable information transmission
appears to be diversity, which requires that the same information is transmitted
more than once. The destination is then much more likely to recover transmitted
information. Another form of diversity is to adapt the modulation patterns and
formats to the transmission medium.
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Information transmission experiences many trade-offs in the using of
resources. One such fundamental law is to trade off energy for information; it
is unclear if information can be converted back to energy (in macroscopic, not
quantum systems). It is also unclear how information transmission is optimized
in various complex systems; for example, to minimize energy, or to maximize
reliability or other objectives, depending on the system considered. As com-
plex systems tend to maintain their internal state to achieve stability, external
perturbations are suppressed, and so does the speed of change of the internal
state. Since energy is normally minimized if the state transitions to a stable state
more quickly, there exists a minimum energy required to deliver information, and
thus, to keep the network (and complex systems) together. In fact, the resources
required to just keep the network together are so large that, in general, the overall
efficiency of providing some utility through the network is very low.

The main implications of these lessons to design secure networks is that secu-
rity should be embedded into the network and considered from the outset. There
seems to be a trade-off between security and reliability; that is, more reliable
information transmissions are less secure, and no system can be made absolutely
secure nor absolutely reliable. Moreover, security attacks can be concealed more
easily if they preserve the system’s internal state or do not change it significantly.

14.3 Perspective Research Directions
The IoT builds bridges between different complex systems in our world. The IoT
networks span distances across many orders of magnitude, down to nanoscale
levels. Hence, these networks allow the environment and systems to be explored
and affected to an extent not previously reachable. The Internet was created over
two decades ago with no security in mind, so it was soon exploited by rogue users
who are now causing billions of dollars’ worth of damages to the global economy
annually. Since then, the field of computer security has been well established and
is evolving continuously.

Our perception of the world is changing as IoT networks are introduced. The
complexity of innovative products and services has increased significantly, while
the boundaries between diverse systems are becoming blurred. This drives the
need for new, holistic approaches to security to reflect the enormous growth
in complexity of the ambient world. In particular, security must consider com-
plex systems at different timescales, and span distances across many orders of
magnitude while being geographically distributed around the globe. This also
requires that the design, deployment, and monitoring of complex systems is per-
formed statistically, and that security features are embedded in systems from
their early design whenever possible. More importantly, security now seems to be
increasingly more concerned with large-scale attacks representing new kinds of
warfare.
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Advances in computational modeling, computational engineering, compu-
tational sociology, and so on, naturally motivate a new field of computational
security. Combining methods from several disciplines such as computer security,
network science, network theory, network tomography, and the humanities (soci-
ology, psychology) can allow security provisions that are much more systematic
as well as scientific. Even though these approaches are highly mathematical, they
are well justified by their potential benefits in building complex systems that are
provably secure, stable, and reliable.

In this chapter, some of the trends that the IoT networks are going to bring
about were outlined. The perspectives of complex systems and their represen-
tation as networks were utilized. Specifically, we discussed the security aspects
of some man-made complex systems such as wireless telecommunication net-
works and computer networks, and also of several other ubiquitous networks
such as biological, social, and economic networks. We identified the need to
define universal security principles for all these networks and systems. Compu-
tational security may emerge as the mainstream approach to design sophisticated
attacks, as well as to devise broadly efficient defenses and countermeasures.
Thus, computational methods will aid the transition from reactive (suspected)
to proactive (suspicious) security considerations.

In the following list, we highlight some perspective research directions in the
area of complex systems and networks and their security.

� Multiscale and multidomain modeling of complex dynamic systems with
the correct level of granularity is a very challenging problem which is
fundamental to the security of pervasive IoT systems. In general, devis-
ing metrics to assess the usefulness of models (e.g., their accuracy) is
important. Even though the general predictive limits of such models are
unclear, they may greatly enhance our understanding of complex IoT
systems.

� As all physical systems are, in general, trying to maintain their inter-
nal steady state (cf. Newton’s first law and low-pass filter analogies),
security attacks that are slower than systems’ (steady-state) dynamics
or responses may be provably undetectable. On the other hand, systems
may be unable to respond to attacks that are much more rapid than such
dynamics.

� The universal laws governing complex systems including general net-
works are yet to be discovered. This also includes the design of net-
worked and distributed systems with defined trade-offs between security
and other network characteristics; for example, the reliability.

� Even linear networks do not scale linearly in a low-resource regime.
Security attacks within nonlinear (complex) systems such as biological
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and social networks are more serious, as small targeted perturbations may
have a large effect on these systems.

� The networks appear to be inherently extremely inefficient in their utility
provisioning. For example, most of the energy seems to be consumed
on sustaining the network structure rather than expended on delivering
services such as security.

� It is unclear whether network evolution is an open-ended process, or
whether all networks mature and disintegrate in some finite time period,
and whether this network lifetime is shortened due to security breaches.

� There is an enormous need to devise markers to forecast various events
within the networks and other complex systems. The markers can be
used as proactive security measures. For example, the decorrelation of
processes that were once correlated may indicate an upcoming systemic
change.

� Many complex systems are forming hierarchical boundaries between sub-
merged networks. These boundaries could be used to naturally enhance
the security of the whole network.

� The interactions between virtualized systems and the underlying physical
systems have not been considered when trying to understand the corre-
sponding security implications. For instance, securing social networks
does not secure the underlying biological systems.

� The soldiers of the future will be experts highly trained in technology,
life sciences, humanities, and other interdisciplinary experts, as there is a
shift from conventional warfare into other spaces, domains, and interfaces
such as the Internet (cyberwars), social networks (psychological wars),
economic networks (currency wars), and biological networks (synthetic
organisms wars).
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15.1 Introduction
In recent years, the networking and collaboration among various devices has
experienced tremendous growth. To adapt to the trend, the concept of the Inter-
net of Things (IoT) has been paid great attention, not only from academia but
also from industry. Essentially, the IoT is characterized by a large number of
intelligent devices sharing information and making collaborative decisions [1].
Due to its potential to support a large number of ubiquitous characteristics and
achieve better cost efficiency, the IoT can find many applications in the real
world, including eHealthcare systems, smart homes, environmental monitoring,
industrial automation, and smart grids, as shown in Table 15.1.

The IoT has attracted a lot of attention; and yet, despite all the attention,
many security and privacy challenges have remained. Since most devices in
the IoT are often deployed in unattended areas, they are vulnerable to physical
attacks that are not detected immediately; and the nature of broadcasting using

Table 15.1 Typical applications and benefits of the IoT

Typical Applications Benefits

eHealthcare system Remote patient monitoring for better healthcare
Smart home Real-time remote security and surveillance
Environmental monitoring Effective monitoring with lower costs
Industrial automation Remote equipment management for cost savings
Smart grid Smart meters, sensors for real-time monitoring

power grid
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wireless communication also makes it easy for an attacker to launch an eaves-
dropping attack. As many research efforts have been made about IoT security
challenges, in this chapter, we mainly focus on addressing privacy challenges in
the IoT.

To address privacy challenges, that is, to protect an individual device’s data
privacy in the IoT, many privacy-preserving data aggregation schemes have
been proposed [2, 3, 5, 6, 10, 27–30]. However, most of them only support
one-dimensional data aggregation, which sometimes cannot meet the accuracy
requirements of IoT scenarios. Although our previous work, EPPA deals with
multidimensional data aggregation [10], it may not support large-space data
aggregation very well. Therefore, aiming at the above challenges, we propose
a novel privacy-preserving time series aggregation scheme for the IoT, which is
characterized by exploiting the properties of group Z

∗
p2 to support data aggrega-

tion for both small plaintext space and large plaintext space at the same time,
which is thus more efficient than traditional data aggregation. Concretely, the
main contributions are threefold.

� Firstly, we propose a novel privacy-preserving time series aggregation
scheme based on the group Z

∗
p2 . The proposed scheme can use one single

aggregated piece of data to achieve both small plaintext space aggregation
and large plaintext space aggregation in a privacy-preserving way at the
same time.

� Secondly, with a formal security-proof technique, we show that our
proposed scheme can achieve each individual node’s data privacy
preservation.

� Finally, we implement our proposed scheme in Java and run extensive
experiments to validate its efficiency in terms of low computational cost
and communication overheads, and discuss the trade-off between utility
and differential privacy levels.

The remainder of this chapter is organized as follows. In Section 15.2 and we
formalize the system model and security model and identify our research goal.
We present the detailed design of our privacy-preserving set aggregation scheme
in section 15.4, followed by the security analysis and performance evaluation in
sections 15.5 and 15.6, respectively. Section 15.7 reviews some related works
and section 15.8 closes the chapter with a summary.

15.2 Models and Design Goals
In this section, we formalize our system model and security model and identify
our design goal on time series aggregation in the IoT.
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Figure 15.1: System model under consideration

15.2.1 System model
In our system model, we focus on a typical stationary IoT scenario, which mainly
includes the following entities: one trusted authority, one control center, one gate-
way, and a set of nodes N = {N1,N2, . . . ,Nn}, as shown in Figure 15.1, where n
indicates the number of elements in the set N , and its maximal value is denoted
as nmax.

� Trusted authority (TA): This is a fully trustable entity, whose duty is to
manage and distribute key materials to other entities in the system. In
general, after key distribution, it will not participate in the subsequent
data aggregation process.

� Control center: This is the core entity in the system, which is responsible
for data collecting, processing, and analyzing the time series data from
N for monitoring IoT scenarios.

� Gateway: This serves as a relay and aggregator role in the system; that is,
it relays information from the control center to N , and at the same time
collects and aggregates data from N and forwards the aggregated data to
the control center.

� NodesN = {N1,N2, . . . ,Nn}: Each node Ni ∈N is equipped with sensors,
which collect and report the time series data Mi = (mi,xi), where mi is
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a large value while xi is a smaller value, to the control center via the
gateway.

Differing from those previously reported data aggregation schemes [2, 3, 5,
6, 10, 27–30], the proposed time series aggregation in IoT will enable the con-
trol center to obtain not only small plaintext space aggregation, that is,

∑n
i=1 xi,

but also large plaintext space aggregation, that is,
∑n

i=1 mi, which enables the
control center to carry out more accurate data analytics for the monitoring and
controlling of the IoT.

15.2.2 Security model
In our security model, we consider a generic adversary A who may compro-
mise the privacy of nodes by eavesdropping on the communication data from the
nodes to the gateway and those from the gateway to the control center. We also
consider that the protocol participants, the control center and the gateway, are
honest-but-curious. That is, they are supposed to follow the aggregation proto-
col appropriately (“honest”); meanwhile, they also try all sorts of measures to
seek and infer knowledge of others (“curious”). In our IoT scenario, honest-but-
curious participants will not tamper with the aggregation protocols; they do not
maliciously distort or drop any received values and intermediate results, and they
keep the system running normally. However, by analyzing messages and values
routed through them, they try to infer each individual node’s data. In addition,
nodes N = {N1,N2, . . . ,Nn} are also honest, that is, no Ni will report false data
to the control center or collude with the control center to obtain other nodes’
individual data. Note that other types of attack are possible in IoT scenarios; for
example, bad data injection attacks [11], DDoS attacks. Since our focus is on
privacy-preserving time series aggregation, those attacks are currently beyond
the scope of this research.

15.2.3 Design goal
Our design goal is to develop an efficient and privacy-preserving time series data
aggregation scheme for IoT, such that the control center can obtain more varied
and abundant information from one single aggregated piece of data. Specifically,
the following two desirable goals should be satisfied.

� The proposed scheme should be privacy preserving. Only the con-
trol center can read the aggregation results in the proposed scheme, and
no one (including the control center) can read each individual user’s
data.

� The proposed scheme should be efficient. Not only encryption at node
side, aggregation at the gateway, but also decryption at the control center
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should be efficient in terms of computational cost. In addition, the pro-
posed scheme, like other data aggregation schemes [6, 12, 13, 27], should
use one single aggregated piece of data for transmission so as to achieve
communication efficiency.

15.3 Preliminaries
In this section, we first review Shi et al.’s time series data aggregation scheme
[6] and then recall the properties of group Z

∗
p2 , which will serve as the basis of

our proposed aggregation scheme.

15.3.1 Shi et al.’s privacy-preserving time series data
aggregation scheme

To enable an untrusted data aggregator to achieve some desirable statistics over
multiple participants’ data while without compromising each individual’s pri-
vacy, Shi et al. [6] present an efficient and privacy-preserving time series data
aggregation scheme and its enhanced version with the inclusion of a differen-
tial privacy technique. Here, the basic construction of Shi et al.’s scheme will be
reviewed, which includes three parts: Setup, NoisyEnc, and AggreDec.

� Setup: Given the parameter λ , a cyclic group G of prime order p is first
chosen, where |p|= λ and the decisional Diffie–Hellman problem is hard
in G. Then, a trusted dealer chooses a random generator g ∈G, and n+1
random secrets s0,s1, . . . ,sn ∈ Zp, such that

s0 + s1 + · · ·+ sn = 0 mod p (15.1)

After that, a trusted dealer sets the public parameters param :=
(G,g, p,H), where H is a cryptographic hash function, that is, H :Z→G,
and assigns the secret key sk0 = s0 to the data aggregator, and the secret
key ski = si to each participant i.

� NoisyEnc: Let x̂i be the noisy data of participant i at time step t. Then,
participant i computes the ciphertext as follows,

ci = gx̂i ·H(t)si (15.2)

� AggreDec: After receiving all ciphertexts (c1,c2, . . . ,cn) from the partic-
ipants, the data aggregator computes

V = H(t)s0 ·
n
∏

i=1

ci (15.3)
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Obviously, because

V = H(t)s0 ·
n
∏

i=1

ci = g
∑n

i=1 x̂i ·H(t)
∑n

i=1 si

= g
∑n

i=1 x̂i ·H(t)0 = g
∑n

i=1 x̂i (15.4)

and
∑n

i=1 x̂i is in a small plaintext space, a brute-force search can be
applied to decrypt

∑n
i=1 x̂i from g

∑n
i=1 x̂i . Assuming that each participant’s

data is in the range of {0,1, . . . ,∆}, the sum of the participants would be
within the range of {0,1, . . . ,n∆}. Then, with Pollard’s method [14], the
decryption of g

∑n
i=1 x̂i can only require O(

√
n∆).

15.3.2 Properties of group Z
∗

p2

In Shi et al.’s aggregation scheme [6], the group G is an abstract cyclic group
of order p, which thus only supports messages in a small plaintext space. In the
following, we discuss a concrete group Z

∗
p2 , and exploit its properties to enable

us to support both small plaintext spaces and large plaintext spaces at the same
time.

Given the security parameter λ , we choose a safe prime p = 2q+ 1, where
|p| = λ and q is also a prime. Then, we can calculate Euler’s totient function
φ(p2) as

φ(p2) = p2(1−
1
p
) = p(p−1) = 2pq (15.5)

which shows that there are a total of φ(p2) = p(p− 1) = 2pq elements in the
group Z∗

p2 . Let x ∈ Z∗
p be an integer less than p; then, according to Fermat’s

Little Theorem, we have xp−1 ≡ 1 mod p. That is,

xp−1 = 1+ k · p (15.6)

for some integer k. We raise both sides of Equation 15.6 to the power of p and
with the modulus p2, we have

xp(p−1) = (1+ k · p)p = 1+
p
∑

i=1

(

p
i

)

(k · p)i = 1 mod p2 (15.7)

From Equation 15.7, we can see it still holds when k= 1. Therefore, let y= p+1;
we then have gcd(y, p2) = 1, and

yp = (p+1)p = 1+
p
∑

i=1

(

p
i

)

pi = 1 mod p2 (15.8)

Summarizing the above, we have the following two properties in group Z
∗
p2 ,

which can provide us with more flexible data aggregation.
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1. ∀x ∈ Z
∗
p, we have xp(p−1) = 1 mod p2.

2. For y = p+1, we have yp = 1 mod p2.

15.4 Proposed Time Series Data Aggregation Scheme
In this section, we present our new privacy-preserving time series data aggre-
gation scheme, which is mainly comprised of four parts: system settings, data
encryption at nodes, data aggregation at the gateway, and aggregated decryption
at the control center.

15.4.1 System settings
Given the security parameter λ , a safe prime p = 2q+ 1 is chosen, where |p|=
λ and q is a prime as well. In addition, a random number g ∈ Z∗

p is chosen
as a generator of Z∗

p2 , h = gp mod p2 is computed, and a secure cryptographic
hash function H : {0,1}∗ → Z

∗
p is also selected. Then, the public parameters are

param := (p,g,h,H).
The TA chooses n random numbers si ∈Zp(p−1), i = 1,2, . . . ,n, and computes

sc,sg ∈ Zp(p−1) such that

sc + sg +

n
∑

i=1

si = 0 mod p(p−1) (15.9)

Finally, the TA sends sc as the secret key to the control center, sg as the secret
key to the gateway, and si as a secret key to each corresponding node Ni ∈ N =
{N1,N2, . . . ,Nn} via secure channels.

15.4.2 Data encryption at nodes
At every time interval t, each node Ni ∈ N will report two types of data
(mi,xi), where the data mi lies in a large plaintext space, that is, mi ∈
{0,1,2, . . .,⌊ p

nmax+1⌋}, where nmax is the maximal value of the number of nodes
n, and the piece of data xi is within a small plaintext space {0,1,2, . . . ,∆}. Con-
cretely, each node Ni uses its secret key si to compute

ci = (p+1)mi ·gxi ·H(t)si mod p2 (15.10)

and reports ci to the gateway.



Privacy-Preserving Time Series Data Aggregation for Internet of Things � 393

15.4.3 Data aggregation at gateway
After receiving all ciphertexts ci, i = 1,2, . . . ,n, from nodes N={N1,N2, . . . ,Nn},
the gateway uses its secret key sg to perform the following aggregation operation,

C =

(

n
∏

i=1

ci

)

·H(t)sg =

(

n
∏

i=1

(p+1)mi ·gxi ·H(t)si

)

·H(t)sg mod p2

= (p+1)
∑n

i=1 mi ·g
∑n

i=1 xi ·H(t)
∑n

i=1 si+sg mod p2 (15.11)

and sends the result C to the control center.

15.4.4 Aggregated data decryption at control center
After receiving the aggregated ciphertext C, the control center performs the fol-
lowing steps to recover the aggregated data.

� Step 1: The control center uses its secret key sc to compute

D = C ·H(t)sc mod p2

= (p+1)
∑n

i=1 mi ·g
∑n

i=1 xi ·H(t)
∑n

i=1 si+sg H(t)sc mod p2

∵
∑n

i=1 si+sg+sc=0 mod p(p−1)
−−−−−−−−−−−−−−−−−→

= (p+1)
∑n

i=1 mi ·g
∑n

i=1 xi mod p2

(15.12)

� Step 2: The control center continues to use p to compute

D̄ = Dp

=
(

(p+1)
∑n

i=1 mi ·g
∑n

i=1 xi

)p
mod p2

∵(p+1)p=1 mod p2

−−−−−−−−−−−→

= gp
∑n

i=1 xi mod p2 = h
∑n

i=1 xi mod p2

(15.13)

Because
∑n

i=1 xi is still within a small plaintext space {0,1,2, . . .n∆},
similarly to Shi et al.’s scheme [6], we can also use Pollard’s method to
recover

∑n
i=1 xi with the computational complexity O(

√
n∆).

� Step 3: After obtaining
∑n

i=1 xi, the control center computes

D̂ =
D

g
∑n

i=1 xi
=

(p+1)
∑n

i=1 mi ·g
∑n

i=1 xi

g
∑n

i=1 xi
= (p+1)

∑n
i=1 mi mod p2 (15.14)
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Because mi ∈ {0,1,2, . . . ,⌊ p
nmax+1⌋}, we have

∑n
i=1 mi < p. Therefore, we

have

D̂ = (p+1)
∑n

i=1 mi = 1+ p ·
n
∑

i=1

mi +

∑n
i=1 mi
∑

i=2

pi ·

(∑n
i=1 mi

i

)

= 1+ p ·
n
∑

i=1

mi mod p2 (15.15)

and thus
∑n

i=1 mi can be recovered by computing

n
∑

i=1

mi =
D̂−1

p
(15.16)

As a result, two types of aggregated data
∑n

i=1 mi,
∑n

i=1 xi, respectively
in large plaintext space and small plaintext space, can be obtained by the
control center.

15.4.4.1 Discussion on privacy enhancement with differential
privacy

Differential privacy is a popular privacy-enhancing technique [15], which has
been widely discussed in privacy-preserving data statistics. With the differential
privacy technique, proper noises, for example, noises extracted from symmet-
rical geometric distribution, Laplace distribution, and so on, will be added to
the aggregation result, which can make the outputs from similar inputs indistin-
guishable. Formally, we say that a randomized algorithm A satisfies ε-differential
privacy, if for any two data sets D1 and D2 differing by a single element, for
all S ⊂ Range(A), Pr[A(D1) ∈ S] ≤ exp(ε) · Pr[A(D2) ∈ S] holds. The adding
of noises is crucial for differential privacy. As the aggregation data are dis-
crete in the proposed scheme, noises extracted from geometric distribution are
applied. The noises, generation by the use of geometric distribution was first
introduced by Ghosh et al. [16], where the noise is chosen from a symmet-
ric geometric distribution Geom(α) with 0 ≤ α ≤ 1. Then, the Geom(α) can
be viewed as a discrete approximation of Laplace distribution Lap(λ ), where
α ≈ exp(− 1

λ ). The probability density function (PDF) of geometric distribution
Geom(α) is

Pr[X = x] =
1−α
1+α

·α |x| (15.17)

When the sensitivity of some aggregation function A(D) is ∆A = maxD1,D2

||A(D1) − A(D2)||1 for all the data sets D1 and D2 differing by at most
one element, then, by adding geometric noise r randomly chosen from
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Geom(exp(− ε
∆A)) to the original aggregation, the perturbed results can achieve

ε-differential privacy, that is, for any integer k ∈ Range(A), Pr[A(D1)+ r = k]≤
exp(ε) ·Pr[A(D2)+ r = k].

To enhance privacy in our proposed time series data aggregation, after the
gateway aggregates all ciphertexts c1,c2, . . . ,cn, it runs the following steps:

� As the sensitivity of the aggregation
∑n

i=1 xi is ∆, to achieve ε-differential
privacy in the scheme, the gateway first extracts a noise x̃ from the geo-
metric distribution Geom(exp(− ε

∆)).

� Although mi can support the space [0,⌊ p
nmax+1⌋], we still reasonably con-

sider the sensitivity of the aggregation
∑n

i=1 mi to be ∆′ in some real
application scenarios, which is larger than ∆, but still far less than
⌊ p

nmax+1⌋]. Then, similarly to
∑n

i=1 mi, the gateway also extracts a noise
m̃ from the geometric distribution Geom(exp(− ε

∆′ )).

� Finally, the gateway performs the following aggregation

C =

(

n
∏

i=1

ci

)

· (p+1)m̃ ·gx̃ ·H(t)sg

=

(

n
∏

i=1

(p+1)mi ·gxi ·H(t)si

)

· (p+1)m̃ ·gx̃ ·H(t)sg mod p2 (15.18)

= (p+1)
∑n

i=1 mi+m̃ ·g
∑n

i=1 xi+x̃ ·H(t)
∑n

i=1 si+sg mod p2

and sends C to the control center.

In the end, at control-center side, the aggregated data
∑n

i=1 mi + m̃ and
∑n

i=1 xi + x̃ can be recovered, which may further enhance each individual node’s
privacy.

15.4.4.2 Discussion on dynamic node joining and leaving

In IoT scenarios, it is very common for nodes to join and leave frequently. There-
fore, to deal with this dynamic environment, the following dynamic key manage-
ment strategy can be applied by the TA.

� Node joining: When a node N j joins, the TA randomly chooses a subset
of nodes {Na1,Na2, . . . ,Naz} of N , where each node Nai has its secret key
sai. Then, the TA assigns a random secret key s j to the joining node N j,
and a new secret key s̄ai to each Nai such that

s j +

z
∑

i=1

s̄ai =

z
∑

i=1

sai mod p(p−1) (15.19)

With this strategy, the aggregation at the gateway and the decryption at
the control center will not be affected.
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� Node leaving: Similarly, when a node N j with the secret key s j leaves,
the TA also randomly chooses a subset of nodes {Na1,Na2, . . . ,Naz} of
N , where each node Nai has its secret key sai. Then, the TA assigns a new
secret key s̄ai to each Nai such that

z
∑

i=1

s̄ai =

z
∑

i=1

sai + s j mod p(p−1) (15.20)

Note that the above dynamic key management can also be suitable for multiple
users’ joining and leaving cases.

15.5 Security Analysis
In this section, we analyze the privacy properties of the proposed time series
aggregation scheme. Specifically, following the security model discussed earlier,
we will show that each individual node’s data privacy can be preserved.

In the proposed aggregation scheme, each node’s data are encrypted in the
form of ci = (p+ 1)mi · gxi ·H(t)si mod p2. Without the masking from H(t)si , it
is obvious that the plaintext, denoted as Mi = (mi,xi), can be easily derived from
(p+1)mi ·gxi by using the same procedure in the decryption at the control center.
Therefore, the security of Mi = (mi,xi) is highly dependent on H(t)si . In the fol-
lowing, we formally prove that Mi is indistinguishable during a chosen plaintext
attack, even though an adversary A knows the public key Yi = gsi corresponding
to the secret key si of the node Ni.

Definition 15.1 Computational Diffie–Hellman problem in Z
∗
p2 Given a gener-

ator g of group Z∗
p2 , and ga

,gb for unknown a,b ∈ Zp(p−1), to compute gab ∈ Z∗
p2 .

Definition 15.2 Decisional Diffie–Hellman problem in Z∗
p2 There are two dis-

tributions

DH = {(A,B,C) = (ga
,gb

,gab)|g ∈ Z
∗
p2 ,a,b ∈ Zp(p−1)}

Rand = {(A,B,C) = (ga
,gb

,R)|g,R ∈ Z
∗
p2 ,a,b ∈ Zp(p−1)}

(15.21)

The decisional Diffie–Hellman (DDH) problem states that, for given (A,B,C) ∈ Z∗
p2 ,

to decide (A,B,C) ∈ (ga
,gb

,gab) or (A,B,C) ∈ (ga
,gb

,R). The advantage of a dis-
tinguisher D, denoted by Adv(D), is defined by

Adv(D) =

∣

∣

∣

∣

Pr
DH

[D(A,B,C) = 1]− Pr
Rand

[D(A,B,C) = 1]

∣

∣

∣

∣

(15.22)
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For the DDH assumption, we assume there is no probabilistic polynomial time dis-
tinguisher D running in time τ that has a nonnegligible advantage Adv(D) = ε .

Theorem 15.1
Let A be an adversary against the node Ni’s ciphertext ci = Mi ·H(t)si with time τ .
After qh queries to the random oracles, its advantage is a nonnegligible ε . Then, the
DDH problem in Z

∗
p2 can be solved with another probability ε ′ with time τ ′, where

ε ′ =
ε
2
, τ ′ ≤ τ + qh ·Th

where Th denotes the time cost for each hash query.

Proof. Assuming that there is an adversary A which runs in polynomial time and
has a nonneglible advantage ε to break the semantic security of the ciphertext
ci = Mi ·H(t)si in the proposed scheme, then we can construct another algorithm
B which has access to A and achieves a nonneglible advantage ε ′ to break a
DDH problem instance (A = ga

,B = gb
,C).

Let A= ga be the public key of node Ni corresponding to the secret key si = a,
though the value of a is unknown. We make A = ga available to the adversary A,
and allow A to make qh times hash oracle H() queries, where H() is modeled as
a random oracle [17] on a different time point ti.

Each time A queries on ti, B randomly chooses a number ri ∈ Z
∗
p(p−1), stores

(ti,ri,Bri) in a hash list, and returns H(ti) = Bri to A. Obviously, because H() is
modeled as a random oracle, the hash query is indistinguishable from the real
world.

At some time point, A chooses two messages M0,M1 ∈ Z
∗
p2 for a ciphertext

query in time period t∗, and sends them to B. At this moment, B first retrieves
(t∗,r∗,Br∗) in a hash list with the search condition t∗, flips a bit β ∈ {0,1} and
generates a ciphertext ci = Mβ ·H(t∗) = Mβ ·Br∗ mod p2. Finally, B sends ci to
A. After receiving ci, A returns B a bit β ′ as its guess for β . B then returns 1 for
β ′ = β , and returns 0 otherwise.

On one hand, if (A = ga
,B = gb

,C) comes from the random distribution
Rand, the ciphertext Ci = Mβ ·Br∗ mod p2 is uniformly distributed, hence inde-
pendently of β . As a result,

Pr
Rand

[B(A,B,C) = 1|β = β ′] =
1
2

(15.23)

On the other hand, when (A = ga
,B = gb

,C = gab) comes from the Diffie–
Hellman (DH) distribution, one may remark that Ci = Mβ ·Br∗ mod p2 is a valid
ciphertext of Mβ , following a uniform distribution among the possible cipher-
texts. Then,

Pr
DH

[B(A,B,C) = 1|β = β ′] =
1
2
+

ε
2

(15.24)
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The advantage of B in distinguishing the DH and Rand distributions is

Adv(B) = ε ′ =

∣

∣

∣

∣

Pr
DH

[B(A,B,C) = 1]− Pr
Rand

[B(A,B,C) = 1]

∣

∣

∣

∣

=

∣

∣

∣

∣

1
2
+

ε
2
−

1
2

∣

∣

∣

∣

=
ε
2

(15.25)

By a simple computation, we can also obtain the claimed bound for τ ′ ≤ τ +qh ·
Th. Thus, the proof is completed. �

From the above theorem, we can see, under the DDH assumption, each indi-
vidual node Ni’s data is privacy preserving, even though the public key Yi = gsi

is available to the adversary. Next, we show that our proposed scheme, once
enhanced with the differential privacy technique, is also secure against differen-
tial attacks.

Theorem 15.2
Each node Ni’s data is also secure against differential attacks in the enhanced aggre-
gation.

Proof. For a given privacy level ε , the gateway perturbs the aggregation with-
out recovery but adding appropriate geometric noises in the form of ciphertext.
In such a way, ε-differential privacy can be achieved. Specifically, for data in
a small plaintext space, the gateway adds the noise x̄, which is chosen from
Geom(exp(− ε

∆)) to the exact aggregation to obtain the perturbed one. We assume
that an adversary is able to gain two perturbed pieces of aggregation data s+ x̄s

and t+ x̄t , where s and t are aggregations of the two data sets differing by at most
one element, while x̄s and x̄t are two corresponding geometric noises. Similarly,
in [12], since |s− t| ≤ ∆, for any integer k, we have

τ =
Pr[s+ x̄s = k]
Pr[t + x̄t = k]

=
Pr[x̄s = k− s]
Pr[x̄t = k− t]

=
1−α
1+α α |k−s|

1−α
1+α α |k−t|

= α |k−s|−|k−t| where α = e−
ε
∆

(15.26)

Since

−|s− t| ≤ |k− s|− |k− t| ≤ |s− t| and 0 < α < 1 (15.27)

we have

e−ε = (e−
ε
∆ )∆ = α∆ ≤ α |s−t| ≤ τ ≤ α−|s−t| ≤ α−∆ = (e−

ε
∆ )−∆ = eε (15.28)

Similarly, we can also prove that the data in a large plaintext space can also
achieve ε-differential privacy, when a noise is chosen from the distribution
Geom(exp(− ε

∆′
)). This completes the proof. �
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Table 15.2 Parameter settings

Parameter Value

λ λ = 1024
Z∗

p2 Z∗
p2 is a group order φ(p2) = p(p−1), where |p|= λ

nmax nmax = 1000
n n = 200,400,600,800,1000
∆ ∆ = 20
ε Differential privacy level ε = 1,2,3

15.6 Performance Evaluation
In this section, we evaluate our proposed privacy-preserving time series aggrega-
tion scheme in terms of computational cost and communications overheads, and
analyze the utility in a differential privacy enhanced version as well. Concretely,
we implement our scheme by Java (JDK 1.8) and run our experiments on a lap-
top with a 3.1 GHz processor, 8GB RAM, and Windows 7 platform. The detailed
parameter settings are shown in Table 15.2.

Although the decryption complexity of the small plaintext space data
∑n

i=1 xi

in the proposed scheme is O(n∆), and may be accepted by the powerful control
center in the IoT, we still build a hash table (stored in a zip file of around 167
KB) to accelerate the decryption lookup process in decryption in our experiment,
where each entry in the hash table is the hash value of h j with 0 ≤ j ≤ (nmax+1) ·
∆. We ran our experiments 10 times, and the average results are reported below.

15.6.1 Computational costs
From the experiments, the average encryption at the node only takes 35
ms, which is very efficient for IoT scenarios. Figure 15.2 shows that the
computational costs of aggregation at the gateway and decryption at the con-
trol center vary with the number of nodes n from 200 to 1000, with an increment
of 200. From the figure, we can see that both of them are efficient, and the num-
ber of nodes n has little effect on aggregation and decryption, due to the direct
aggregation over ciphertexts and a hash table to look up the small plaintext space
decryption, built in advance.

15.6.2 Communication costs
When |p|= 1024, any ciphertext (including ci and C) in group Z∗

p2 is less than or
equal to 2048 bits.

15.6.3 Utility in differential privacy enhanced version
The novelty of our proposed scheme for supporting two types of data aggrega-
tion makes it suitable for many potential practical scenarios in the IoT. In the
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Figure 15.2: Computational costs of (a) aggregation at the gateway and (b) decryp-
tion at the control center varying with n.

following, we put emphasis on the evaluation of utility of differential privacy
enhanced version. Concretely, we take a smart grid as an example here to elab-
orate the advantages and effectiveness of our enhanced version. Differing from
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Table 15.3 Parameter settings

Description Parameter Value

Number of users n 10000
User measurement xi.mi {0.000, 0.001, 0.002, . . . ,

29.999, 30.000}
Differential privacy level ε 1,2,3
– Sensitivity of small plaintext

space data
∆ 30

– Sensitivity of large plaintext
space data

∆′ 999

previously reported aggregation schemes for smart grids, our scheme can sup-
port data aggregation of user measurements including not only the integer part
(small plaintext data xi ∈ [0,30]) but also the decimal part (large plaintext data
mi ∈ [0,999]). The detailed parameter settings are listed in Table 15.3.

Similar to the aggregation scheme in [18], we implement an electricity con-
sumption simulator having the ability to generate realistic 1 min consumption
traces synthetically, which is extended from the basic simulator presented in [19].
Based on the simulator, we produce traces for 10,000 households, and the dis-
tribution of residents in each household follows the U.K. statistics on household
sizes in 2011 [20].

Figures 15.3 and 15.4 illustrate the traces of actual total measurements and
noisy total consumption for small and large plaintext space, respectively. We also
set ε , the differential privacy level, to 1,2,3 for each of the two scenarios. As can
be seen from the figures, the larger ε is, the smaller the noise that will be added,
and then the utility is higher; while the smaller ε is, the larger the noise that will
be included, and then a higher level of the privacy can be guaranteed. Compared
with the case of ε = 3, the utility at ε = 1 is lower, but it is still acceptable.
Therefore, in real scenarios, there is a trade-off between privacy and utility.

15.7 Related Works
In this section, we briefly discuss some other research studies [6, 12, 13, 18, 21–
24, 27] that are closely related to our scheme. Based on BGN homomorphic
encryption techniques [25], some data aggregation schemes, for example, [6, 12],
have been proposed, which focus on protecting individual users’ privacy. The
schemes in both [6] and [12] are secure against differential attack. In addi-
tion, multifunction data aggregation is also researched in [12]. However, these
two schemes can only support one-dimensional data aggregation. Furthermore,
since BGN-based [25] aggregation schemes depend on brute-force search tech-
niques [14] to be able to decrypt the sum of the plaintext, all of the exist-
ing similar schemes have the disadvantage of limiting each user’s reported
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measurement in the small plaintext space. Based on Paillier’s homomorphic
encryption techniques [26], some privacy-preserving data aggregation schemes
[21, 24, 27] have been proposed, which eliminates the small plaintext space lim-
itation. However, these proposed Paillier homomorphic-based schemes can only
support one-dimensional data aggregation as ever. In addition, some data aggre-
gation schemes based on other techniques have been designed. For example,
based on modular addition-based encryption, some privacy-preserving aggrega-
tion schemes for smart grid communications, for example, [18, 23], have been
proposed, which are secure against differential attack by adding Laplace noise
to the real measurement. In [22], Jia et al. proposed a privacy-preserving data
aggregation scheme in which coefficients of the polynomial are used to hide
users’ individual measurements. However, none of the aforementioned schemes
can support more than one-dimensional data aggregation simultaneously, which
greatly hinders practical applications.

Focusing on improving efficiency, we previously proposed an efficient
EPPA protocol [13], which supports multidimensional data aggregation. EPPA
significantly reduces the computation and communication overheads by encrypt-
ing multidimensional data into one single ciphertext. However, because the
superincreasing sequence is the key requirement and characteristic of EPPA to
support encryption and aggregation of users’ structured data by homomorphic
cryptosystem techniques, EPPA may still not support multidimensional large size
data aggregation very well.

Although our proposed scheme here addresses similar issues, that is, provid-
ing efficient, privacy-preserving, and differentially private aggregation in the IoT,
in contrast to the above studies, the emphases of our research still have some dif-
ferences: (1) Our proposed scheme supports data aggregation of both small and
large plaintext space messages (of arbitrary length comparative to the length of
the system security parameter) and (2) our proposed scheme is secure against
differential attack for both types of data aggregation; thus, it greatly enhances
security, and improves efficiency and practicability.

15.8 Summary
In this chapter, we have proposed a novel privacy-preserving time series data
aggregation scheme for the IoT. The proposed scheme is characterized by
exploiting the properties of group Z

∗
p2 to support data aggregation for both small

and large plaintext spaces at the same time, which thus is more efficient than the
traditional one-dimensional data aggregation. Detailed security analysis shows
that the proposed scheme is privacy preserving, that is, no one can read each indi-
vidual node’s data, and only the control center can read the aggregation results.
Furthermore, when the differential privacy technique is applied, the proposed
scheme is also secure against differential attacks. Through extensive performance
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Figure 15.3: Differential privacy for small plaintext space data aggregation; (a)
ε = 1; (b) ε = 2; (c) ε = 3.
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Figure 15.4: Differential privacy for large plaintext space data aggregation; (a)
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evaluation, we have also demonstrated that our proposed scheme is efficient in
terms of computational costs and communication overheads. Therefore, our pro-
posed scheme can be applied in various IoT scenarios.
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The Internet of Things (IoT) is expected to offer promising solutions to trans-
form the operation and role of many existing systems such as transportation sys-
tems and manufacturing systems, and enables applications in many domains.
The IoT aims to connect different things over networks. The goal of the IoT is
to provide a good and efficient service for many applications. A real-time IoT
application must react to stimuli from its environment within time intervals dic-
tated by its environment. The instant when a result must be produced is called a
deadline.

Wireless sensor networks (WSNs) have recently been in the limelight for
many domains. The IoT can be explained as a general-purpose sensor network.
WSNs will constitute an integral part of the IoT paradigm, spanning many differ-
ent application areas. Since sensor nodes usually are developed by low-cost hard-
ware, one major challenge in the development of many sensor network applica-
tions is to provide high-security features with limited resources. In this chapter,
we first present a path generation framework with deadline considerations for
real-time query processing. To meet the deadline, the framework will assign the
time budget to the routing path and then derive a feasible path with the assigned
time budget. Then, we present a novel key establishment scheme, named a half-
key scheme, that is based on the well-known random key predistribution scheme
and DDHV-D deployment knowledge, to provide resource-efficient key manage-
ment in wireless sensor nodes with reduced memory space requirements and bet-
ter security enforcement. The capability of the proposed approach is evaluated
by an analytical model and a series of experiments.
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16.1 Introduction
16.1.1 Data gathering of IoT
The next wave in the era of computing will be outside the realm of the traditional
desktop. The Internet of Things (IoT) is a novel networking paradigm which
allows the communication among all sorts of physical objects over the Internet
[22]. In the IoT paradigm, many of the objects that surround us will be on the
network in one form or another [7, 41, 73]. Ubiquitous sensing enabled by WSN
technologies cuts across many areas of modern-day living. This offers the ability
to measure, infer, and understand environmental indicators, from delicate ecolo-
gies and natural resources to urban environments [3, 25, 54].

Recent technological advances have enabled the development of low-cost,
low-power, and multifunctional sensor devices. These nodes are devices with
integrated sensing, processing, and communication capabilities. Sensor technol-
ogy has enabled a broad range of ubiquitous computing applications, such as
agricultural, industrial, and environmental monitoring [6, 49, 50, 60, 76]. As
shown in Figure 16.1, WSN can work as part of the IoT; the collection and pro-
cessing of such data leads to unprecedented challenges in mining and process-
ing such data. Such data needs to be processed in real time and the processing
may be highly distributed in nature [1, 39]. However, sensor networks are differ-
ent from traditional networking. The sensor network has some physical resource
constraints and special properties, thus contributing to the green IoT concept

Wireless sensor networks

Internet

Storage and processing

Figure 16.1: System model with multihop communications in the green internet of
things.
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[11, 87, 98]. We need to redesign the management methodology for it. The
physical resource constraints of the sensor network include limited bandwidth
and quality of service (QoS), limited computation power, limited memory size,
and a limited supply of energy. The effective lifetime of the sensor is determined
by its power supply. Energy conservation is one of the main system design issues.
Ref. [28] shows that the power consumption of each sensor node is determined by
the cost of transmission. For example, it requires 5000 nJ of energy to transmit a
bit in a sensor node, and it requires 5 nJ of energy to process a single instruction.

In scientific settings, WSNs can act as intelligent data collection instruments;
one might task the relevant subset of nodes to sense the physical world and
transmit the sensed values, using multihop communication paths, toward a base
station where all the processing takes place [32]. Since the energy cost of pro-
cessing data is one order of magnitude smaller than the energy cost of transmit-
ting the same data [13, 35, 37], it is more energy efficient to carry out as much
processing as possible inside the WSN, as this is likely to reduce the number of
bytes that are transmitted to the base station. From the viewpoint of this work,
one approach to in-WSN processing construes the WSN as a distributed database,
and the processing task injected into nodes for execution is the evaluation of a
query evaluation plan (QEP). To optimize QEPs, many mechanisms [24, 52] aim
to develop sensor network query processors (SNQPs) that drastically reduce the
need for bespoke development while ensuring sufficient low levels of energy
consumption as to deliver deployments of great longevity.

To support QoS requirement, SPEED [27] and MMSPEED [20] are
QoS-based routing protocols that provide soft end-to-end deadline guarantees
of packets for WSN. In SPEED, each node keeps information only about its
immediate neighbors and utilizes geographic location information to make local-
ized routing decisions. The MMSPEED protocol is an extension of the SPEED
protocol. It is designed to provide probabilistic QoS differentiation with respect
to timeliness and reliability domains. MMSPEED provides multiple delivery
speed options for each incoming packet, and each incoming packet is placed
into appropriate queues according to its speed class. A multiconstrained QoS
multipath routing (MCMP) protocol [31] uses braided routes to deliver packets
to the sink according to certain QoS requirements that are expressed in terms
of reliability and delay. A message-initiated constraint-based routing (MCBR)
protocol [95] is composed of explicit specifications of constraint-based desti-
nations, route constraints and QoS requirements for messages, and QoS aware
metastrategies. Building on a previously proposed QoS provisioning benchmark
model, the energy-constrained multipath routing (ECMP) protocol [4] extends
the MCMP protocol by formulating the QoS routing problem as an energy opti-
mization problem that is constrained by reliability, play-back delay, and geospa-
tial path selection constraints.

Moreover, we also need to consider properties of sensor networks: Sensor
networks have a large number of sensor nodes. Individual sensor nodes are
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connected to other nodes in their vicinity via a wireless communication inter-
face. Thus, some researchers aim to reduce the impact of interference. The
interference-minimized multipath routing protocol (I2MR) [23] aims to support
high-rate streaming in low-power WSNs by considering the recent advances
in the design of high-bandwidth backbone networks. I2MR tries to construct
zone-disjoint paths and distributes network traffic over the paths discovered by
assuming a special network structure and the availability of particular hard-
ware components. The low-interference energy-efficient multipath routing pro-
tocol (LIEMRO) [58, 59] improves the performance demands of event-driven
sensor networks (e.g., delay, data delivery ratio, throughput, and lifetime)
through construction of an adequate number of interference-minimized paths.
LIEMRO utilizes an adaptive iterative approach to construct a sufficient number
of node-disjoint paths with minimum interference from each event area toward
the sink node. It improves the performance demands of event-driven appli-
cations by distributing network traffic over high-quality paths with minimum
interference.

16.1.2 Key management of wireless embedded systems
In recent years, wireless embedded systems (WEBs) have attracted wide atten-
tion due to their suitability for monitoring complex physical-world phenomena
[64, 70, 79, 88, 90]. WEBs have enabled various applications in many domains
such as environment monitoring [53], home and industrial automation [78, 81],
cyberphysical systems [61, 71], ubiquitous computing [63], security enforcement
and surveillance [83], and military systems [2]. The play a vital role in sens-
ing, gathering, and disseminating information about environmental phenomena.
An instance of a WEB, a WSN, usually consists of a large number of battery-
powered wireless embedded sensor systems and some base stations. To secure
WEBs, the data transmission must be encrypted and authenticated. Since WEBs
are usually developed by low-cost hardware, one major challenge in the deploy-
ment of many WEB applications is to provide high-security features with limited
resources.

The provision of good protection for WEBs is an important issue; there are a
lot of research results based on key encryption and management that have been
proposed to enhance the security of wireless embedded sensor systems. Besides
some excellent works on key encryption [48, 72, 91, 96], key renewal schemes
[47, 82], and lightweight authentic bootstrapping [33], many researchers have
also proposed effective key management schemes, such as those in [8, 16–
18, 44, 46, 62, 92–94], in the past few years. Tseng [77] proposed an authen-
ticated group key agreement protocol for resource-limited mobile devices. A
detailed survey of such schemes is provided by Xiao et al. in [86].

Eschenauer and Glicor proposed a random key predistribution scheme
(RKPS) as an effective solution, in which each wireless embedded sensor node
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is randomly assigned a subset of keys from a key pool before deployment [18].
The RKPS consists of three phases: key predistribution, shared-key discov-
ery, and path-key establishment. If two neighboring nodes share one key, then
a direct link may be established. A q-composite random key predistribution
scheme [8] extends the random key predistribution scheme by requiring two
adjacent communicating sensor nodes to share at least q keys. The rationale
behind the extension is to provide a higher resilience for key management. Liu
and Ning [44] take advantage of the location information to improve network
connectivity. To reduce the storage requirements of wireless embedded sensor
systems and resolve the scalability issue, researchers have proposed group-based
or deployment-information-based methodologies; for example, [17, 45, 94, 97].
Although the probability of two wireless embedded sensor systems sharing com-
mon keying information increased, a significant amount of keying informa-
tion had to be preloaded to each wireless embedded sensor node, regardless of
whether a particular piece of information would be used in the future. Perrig
et al. [57] considered a secure architecture in which each node shares a secret
key with the base station. Two sensor nodes must use the base station as a trusted
third party to set up a new key. Lai et al. [42] proposed a session key negotiation
protocol based on a signal master key predeployed at sensor nodes. Wong and
Chen [84] considered key exchanging for low-power computing devices, where
one of the participants must be a powerful server.

16.2 Real-Time Query Processing in the Green
Internet of Things

In this chapter, we propose a real-time query-processing framework for the green
IoT. Assuming the sensors have a query plan, we then need to derive a feasible
query propagation plan to transmit data packets. In real-time applications, the
main challenge is to guarantee that the data packet meets its deadline. In such
applications, such as a natural disaster monitoring system, the energy consump-
tion is of secondary importance. To support real-time queries in the green IoT,
the routing path must be adjusted to the packet deadlines and try to minimize
energy consumption.

16.2.1 Real-time query processing in the green internet
of things

The IoT is expected include billions of connected devices communicating in a
machine-to-machine (M2M) fashion [12]. As for the definition of the IoT: The
IoT allows people and things to be connected anytime, anyplace, with anything
and anyone, ideally using any path/network and any service [80]. It is expected
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to offer promising solutions to transform the operation and role of many existing
systems such as transportation systems and manufacturing systems, and enables
many applications in many domains. The IoT aims to connect different things
over its network. The goal of the IoT is to provide a good and efficient service
for many applications.

A real-time application (RTA) is an application program that functions within
a time frame that the user senses as immediate or current [9, 10, 85]. Correct
system behavior depends not only on the logical results of the computations, but
also on the physical time when these results are produced. By system behavior,
we mean the sequence of outputs in time of a system. A real-time IoT application
must react to stimuli from its environment within time intervals dictated by its
environment. The instant when a result must be produced is called a deadline.
Many applications are time-critical, such as healthcare, traffic control, and alarm
monitoring. As a result, the IoT must collect the data from its things (or sensor
networks) before the given deadline. Thus, real-time query processing is needed
to provide time-efficient results.

Due to advances in sensor technology, sensors are becoming more power-
ful, cheaper, and smaller in size. Thus, it has simulated large-scale deployments.
From their origin, WSNs were designed, developed, and used for specific appli-
cation purposes. In contrast, the IoT is not focused on specific applications. The
IoT can be explained as a general-purpose sensor network [21]. The IoT would
not be targeted to collect specific types of sensor data; rather it would deploy
sensors where they can be used for various application domains [55, 56]. Thus,
WSNs will constitute an integral part of the IoT paradigm, spanning many differ-
ent application areas. Note that WSNs can exit without the IoT, but the IoT can-
not exist without WSNs. This is because WSNs provide the majority of hardware
infrastructure support, through providing access to sensor nodes. In any case, the
sensor nodes of WSNs are usually operating with limited battery power, hence
the need for energy-efficient techniques to reduce the power consumed, thus con-
tributing the green IoT concept [87].

In general, the topology of the WSNs can vary from a simple star network
to an advanced wireless mesh network. In this work, we focus on the multi-
hop wireless mesh network type. Energy efficiency in WSNs has been studied
[14, 36, 74]. Sensors with data to transmit should relay this data to a single source
using multihop. Nodes that do not have data to transmit or that are not relaying
the data of other nodes can be put to sleep. Energy efficiency is achieved by
reducing the number of active nodes. Without considering the deadline, some
researchers proposed a designated-path scheme for energy-balanced data aggre-
gation in WSNs [38]. The proposed scheme predetermines a set of paths and runs
them in round-robin fashion so that all the nodes can participate in the workload
of gathering data and transferring them to the sink node. In this chapter, we have
taken the time requirements further. Note that data gathered on WSNs would not
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transmit directly in the query plan. The realistic paths for gathering data (i.e., the
query propagation plan) must meet the deadline and try to minimize the overall
energy consumption.

16.2.2 Query processing in the green internet of things
16.2.2.1 Query plan in wireless sensor networks

In WSNs, sensors collect and transmit information under limited power and
radio bandwidth. Traditional approaches for deploying these applications require
months of design and engineering time [75]. Sensor query-processing archi-
tecture using database technology can, however, facilitate deployment of sen-
sor networks, greatly reducing programming effort and time-to-deployment for
many such applications. Some query-processing systems such as TinyDB [52],
Directed Diffusion [34], and Cougar [89] provide users of WSN applications
with a high-level interface to perform queries. Users specify the data of interest
through simple, declarative queries, just as in a database system, and the infras-
tructure efficiently collects and processes the data within the sensor network.

Queries in TinyDB are disseminated through the entire network and collected
via a routing tree. The root node of the routing tree is end point of the query,
which is generally where the user that issued the query is located. Nodes within
the routing tree maintain a parent–child relationship to properly propagate results
to the root.

Recalling the traditional database, a query plan (or QEP) is a set of steps
used to access information in an SQL relational database management system
[40, 65–68]. This is a specific case of the relational model concept of access
plans. Since SQL is declarative, there are typically a large number of alternative
ways to execute a given query, with widely varying performances [19]. When
a query is submitted to the database, a query plan is usually generated by the
query optimization module of a database system; it consists of a partial order
of the physical operators, such as join, sort, and table scan, of a query for the
manipulation of database data.

In WSNs, the role of query plan is different form the traditional database.
Due to the characteristics of sensor networks, queries need to transfer data to
all sensors, and gather data from all sensors. We need to consider the power
consumption issues of WSNs. Data gathering on a sensor network should not
transmit to the query plan directly. We need to generate a more realistic query
plan, a so-called propagation plan that has considered sensor characteristics, to
gather sensor data. As shown in Figure 16.2, there are three phases of query
data gathering. The first phase is data dissemination from the sink to the sensor
nodes. This is usually done through multicasting. Then, the sensor senses objects,
and then, the information is retrieved. Finally, the sensor nodes transmit data
packets to the sink node based on a query plan. In this phase, sensor nodes usually
transmit packets by unicasting.
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Data dissemination from the
sink to sensor nodes

Multicasting

Unicasting

Sensor sensing

Data gathering based on
query plan

Figure 16.2: Three phases of query data gathering.

16.2.3 Network model and problem definition
Consider an example where a user asks the sink an urgent question via a declar-
ative query, just as in a database system, and then the sink generates a high-level
query plan for the query. Finally, the infrastructure conducts a query propagation
plan from the query plan to efficiently collect and process the data within the
sensor network.

In this chapter [51], we study a power-efficient networking problem to gener-
ate a data-gathering path that does not violate the given deadline. In this section,
we present a network model for research on real-time query processing. Related
terminologies and a problem definition are also specified.

16.2.3.1 Query processing and network model

The purpose of this research is to generate a data-gathering path of a query plan
that does not violate the given deadline D and so that the total energy consump-
tion is minimized. We consider a homogeneous WSN. A WSN consists a of set
of sensor nodes S = {s1,s2, . . . ,sM}. There is a set of K discrete power levels
P = {P1,P2, . . . ,PK} given for sensor nodes, where Pi > Pj if i > j such that a
higher power level results in a larger range to send data to another sensor node
in the WSN. Each power level Pi is associated with a fixed range Ri for sig-
nal transmissions and an energy consumption amount C(Pi), where Ri > R j and
C(Pi)>C(Pj) if Pi > Pj.

We assume that the sensor nodes can change their power level during the
runtime. The set of edges, denoted as Es, includes all possible edges. An edge
ei, j ∈ Es represents the connection of sensor nodes si and sj. Furthermore, each
edge ei, j ∈ Es may be associated with a weight ei, j that is equal to C(Pi), where
a weight denotes the energy consumption of the signal transmission. As pointed
out in [28], the energy consumption for a node to transmit signals to another
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node increases as the nth power of the distance between the two nodes, for n≥ 2.
Assuming that node si transmits k bits of data and the distance to node s j is d,
the energy consumption function is as follows:

Ci,j(k,d) = εamp× k×d2 (16.1)

A query plan (QP) in the sensor network consists of a collection of physical
operators (such as select, join, data acquisition, and aggregate) and a partial order
of them. There could be more than one QP pending or executing in the system
simultaneously, as shown in Figure 16.3. In many database systems, a query
optimizer may have a joint consideration of pending or executing QPs such that
the same nodes or subtrees in several QPs are merged, as shown in Figure 16.3
(without the dashed lines and the virtual root node). As a result, a collection of
QPs after merging could be considered as a directed acyclic graph (DAG). In
addition, we always add a virtual root node for pending/executing QPs such that
the input format could be general, as shown in Figure 16.3 (with the dashed lines
and the virtual root node).

As shown in Figure 16.4, the plan for data gathering could be viewed as
a query plan QP = (V,Eq); each edge em,n ∈ Eq represents a need to transfer
d(em,n) bytes of data from vm to vn; for example: d(eC,D) = 200. The query
plan QP has a partial order among Eq; for instance, the data transfer of ei, j

must be processed before that of e j,k. The data-gathering path at runtime is
defined as a query propagation plan EP = (V,Eep). A subset of EP at runtime
is shown in Figure 16.5. Each edge ei, j ∈ Eep represents datai, j units of data

Virtual root

Merge-joinData acquisition,
aggregate-max

(X)

Data acquisition,
aggregate-average

(V)

Sort

JoinJoinJoin

SelectSelect

Data acquisition,
aggregate-average

(Y)

Data acquisition,
aggregate-average

(Z)

Data acquisition,

aggregate-min
(W)

Figure 16.3: DAG-structured query plan.
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from vi to v j. Let X → Y be a path, for example, X−i− j−k−Y be a sequence
of paths such that EP = {epi,epi ∈ Eq}. The function st(ei, j) represents the start
time of the path ei, j, and f t(ei, j) represents the finish time of the path ei, j. As
shown in Figure 16.5, A→ D is a path. Both sequence of paths A−B−D and
A−i−B− j−D are possible for Eep

A,D. Because the relationship between energy
consumption and distance is exponential (about 2), it is easy to discover that the
energy consumption of the sequence of path A−B−D, with higher power lev-
els, is greater than that of path A−i−B− j−D. However, the transmission time
of path A−i−B− j−D greater than that of path A−B−D. In a real-time environ-
ment, the path A−i−B− j−D might not meet the time constraint. As a result, we
need to adjust the power level of the nodes and set up the path to meet the time
constraint.
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In this chapter, we study the path generation methodology for a query propa-
gation plan that we formulate as a real-time query-processing (RTQP) problem,
to find a data-gathering path of the given query plan that does not violate the
given deadline D and where the total energy consumption is minimized.

16.2.3.2 Problem definition

We formulate the real-time query-processing (RTQP) problem explored in this
chapter as follows:

Problem 16.1
Input: A given sensor network SN = (V,Es) with a query plan QP = (V,Eq) and
a given deadline D.

Output: A query propagation plan EP = (V,Eep).

Goal: To find a sequence for execution path EPs,t which starts from vs and ends
at vt ,(EPs,t transfers data before EPs′=t,t′ ) such that f t(sink)≤ D and
∑

i, j

∑

e j, j∈EP
p(ei, j)d(e

q
i, j) is minimized.

This problem is very hard to solve directly. We must convert this problem into
two subproblems to reduce complexity. The first one is the time budget assign-
ment problem that we summarize in Problem 16.2, and the other is one is the
RSP problem that we summarize in Problem 16.3.

Problem 16.2
Input: DAG G = (V,E) and a budget B are given. Each edge em,n ∈ E represents
a need to transfer km,n = tr(em,n) bytes of data form vm to vn with distance dm,n =
dis(em,n). Edge em,n is associated with a power consumption function pm,n =
p(km,n,bm,n,dm,n).

Output: DAG GB = (V,Eb). Each edge bm,n ∈ Eb represents the budget of G.

Goal: The critical path of GB is CP = (V
′

,Eb′) ∈ GB. The problem is to
find an assignment of B such that

∑

Eb′ ≤ GB, and power consumption
∑

e∈G
p(km,n,bm,n,dm,n) is minimized.

Problem 16.3
Input: Given a sensor network SN = (V,E), with a start node s, a target node t,
and a deadline D, each edge ei j ∈ E has an associated positive integral cost ci, j

and a positive integral delay di, j.

Output: Find a path s to t. The cost (respectively, delay) of a path is defined as
the summation of the costs (respectively, delays) along all of its edges.

Goal: Find the minimum cost s-t path in SN such that the delay along this path
does not exceed a given bound D.
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The real-time query-processing problem is NP-hard; we prove this as
Theorem 16.1:

Theorem 16.1 NP-hardness.
The RTQP problem is NP-hard.

Proof. This arises directly from a special case when we only consider one seg-
ment the of query plan and a deadline D. It reduces to an RSP [26] problem.

16.2.4 A path generation framework
In this section, we explain the proposed framework. Figure 16.6 shows the frame-
work of our mechanism. It contains four major procedures: discovery of the
minimal-cost path, discovery of the critical path, budget reassignment, and path
regeneration. The first of these is the discovery of the minimal-energy path; we
set the nodes on a minimal power level and then apply Dijkstra’s algorithm to
find the minimal-energy path of the segments. The second one is the discovery
of the critical path; we adapt the above to search for the critical path. The third
component is the subdeadline; we apply the above to assign the assignment of
a subdeadline of the segments. We assign the subdeadline to each segment with
the proportion of the transmission time of the critical path segments. An RSP
method is then adopted to derive the new paths.

Start

Subdeadline assingment

Path regeneration

Critical path finding

Critical path finding

Meet
deadline?

Meet
deadline?

Return no feasible path

Return path

End

Y
Y

N

N

Minimal-energy path finding
(with jobs, only consider power)

Figure 16.6: The framework of our mechanism.
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The main function of propagation plan generation, referred to as
Algorithm 16.1, is the major framework of our proposed mechanism. At the
beginning, the algorithm assumes that all nodes are set with minimal transmis-
sion range. This algorithm will invoke a further algorithm, called MinimalCost−
PathFinding Di jkstra() to derive the paths of the query plan with minimal cost
(Line 2). This algorithm explores the minimal-cost paths of the query plan using
Dijkstra’s algorithm. To assign a feasible time budget, it is necessary to know the
longest transmission path. Then, the algorithm invokes Algorithm 16.3 to deter-
mine which is the critical path (Line 3). If the derived path violated the deadline,
this algorithm would invoke Algorithm 16.4 to reassign the time budget and then
generate a new path using Algorithm 16.4.

Algorithm 16.2 derives the minimal-cost propagation plan of the given query
plan. It is revised from a revision of the well-known Dijkstra algorithm [15]. For
a given sensor network SN = (V,Es) and a query plan Q = (V,Eq), the algorithm
finds the path with the lowest cost between that sensor node and every other
sensor node. It can also be used to find costs of the shortest paths from a sin-
gle sensor node to a single destination sensor node by stopping the calculation
once the minimal-cost propagation plan to the destination sensor node has been
determined.

Algorithm 16.3 shows how to find the critical path under the PERT algorithm
(Lines 2–8) [69]. In this algorithm, we calculate the longest sensor node path to
the end of the sink node, and the earliest and latest that each activity can start and
finish without making the transmission time longer. This algorithm determines
which paths are “critical” (i.e., on the longest path) and which have “total float”
(i.e., can be delayed without making the transmission longer).

Algorithm 16.4 shows the budget reassignment procedure. As shown in Fig-
ure 16.7, a sensor network can derive the critical path via PERT. To save energy,
one could reduce the transmission range of some sensor nodes. Thus, we need
to know the slack of in time that we can achieve and we can thus assign to the
transmission path using Algorithm 16.4 (Line 2). To explore the overall time
budget of a path, we need first to explore the paths. In Line 8, Algorithm 16.3
explores the paths via the function ExplorePath() (Algorithm 16.5) that checks
paths from parent nodes to leaf nodes. Then, it invokes Algorithm 16.8 (Line 9)
to assign the time budget of nodes. After that, it invokes a function that reassigns
the segment budget by the budget of the nodes (Line 10).

Algorithm 16.5 derives the slack times of query plan segments. Given a sen-
sor network SN = (V,Es), a query plan Q= (V,Eq), and a deadline D, Algorithm
16.5 derives the slack times of nodes from leaf to sink (Line 5). Algorithm 16.6
checks the paths from parent nodes to leaf nodes. Algorithm 16.7 reassigns node
budgets; it assigns the new subdeadline of each query plan node, according to the
proportion of a segment in the critical path. The new budget of a segment will be
reassigned as
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NodeTBcurrentNode = NodeTBchild−
Pi, j

|Path|
×TBsubsegment

Finally, we adopt Algorithms 16.9 and 16.10 to generate the execution path.

Algorithm 16.1: Propagation Plan Generation

input : Sensor network SN = (V,Es), query plan Q = (V,Eq), deadline D
output: Find a set of sequences of execution path EP={EPi, j}
PROCEDURE: PropagationPlanGeneration(SN, Q)1

begin2

EP←MinimalCostPathFinding(SN,Q);3

CP←CriticalPathFinding PERT (SN,EP);4

if Finish time of CP violate dead line then5

BudgetReassignment(Q);6

PathGenerating(SN,Q);7

Return path EP;8

end9

Let us use a QEP derivation example to illustrate the proposed scheme. Con-
sider a query plan QP = (V,Eq) on a sensor network WSN = (V,Es) as shown
in Figure 16.8a, where each edge in Eq is a query plan edge. The orange nodes
are the query plan nodes. Other nodes are relay sensor nodes. Suppose that the
objective is to derive a feasible query propagation plan EP = (V,Eep). Let wire-
less sensor network WSN be taken as an example for the explanation of the algo-
rithm. At the beginning, all sensor nodes are set to the minimal power level at
which they can be connected. Then, we apply the Dijkstra algorithm (Algorithm
16.2) to derive the minimal-energy paths. After this process, we can derive a
query propagation plan QEP as shown in Figure 16.8b. The derived QEP is not
equal to QP. This is because the Dijkstra algorithm has discovered some paths
consuming smaller amounts of energy than those in the query plan. Then, we can
compute the transmission time of a segment of the query plan. The variable ti=the
transmission time of a segment of the query plan. For example, t5 is the segment
EB. The variable t jk= the transmission time between node j and node k. For
example, t5 is the transmission time from node E to node B. It is tEu+ tuv+ tvB,
as shown in Figure 16.8c. Finally, as shown in Figure 16.8d, we can derive all
transmission times of QP with the derived QEP.

Then, we adopt the PERT algorithm (Algorithm 16.4) to derive the critical
path. We set all nodes in a topological order (Line 3, Algorithm 16.3) and fol-
low the PERT process (Lines 4–7) to find the path with the largest transmis-
sion time of all paths. After that, we can determine the critical path, as shown
in Figure 16.9a. The process then returns, the critical path to Algorithm 16.1.
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In Line 4 of Algorithm 16.1, we check the transmission time of the critical
path. In this example, tCP = t1+ t3+ t5. If the time of the critical path tCP is
smaller or equal to deadline D, the derived query propagation plan can satisfy
all requirements and the plan is returned. Otherwise, it is necessary to derive a
new propagation plan for each segment associated with the critical path. We need

Algorithm 16.2: MinimalCostPathFinding Dijkstra

input : Sensor network SN = (V,Es), query plan Q = (V,Eq)
output: Find a set of sequence of minimal cost execution path EP={EPi, j}
PROCEDURE: MinimalCostPathFinding(SN, Q)1

begin2

forall Eq ∈ Q do3

MinimalCostPathFinding Di jkstra(SN,Eq
i j);4

Return path EP;5

end6

PROCEDURE: MinimalCostPathFinding Dijk-stra(SN, Eq
i j)7

begin8

initialize signle source(SN,S);9

S←∅;10

N←V [SN];11

while N 6=∅ do12

u← ExTract Min(SN);13

S← S
⋃

{u};14

foreach vertex V ∈ Ad j[u] do RELAX(u,v,w, t);15

Return path EPi j;16

end17

PROCEDURE: ExTract Min(N)18

begin19

Return the node that requires minimal transmit distance in the node set20

of minimal cost;
end21

PROCEDURE: RELAX(u,v,w,t)22

begin23

if d[v]> d[u]+w(u,v) then24

d[u]← d[u]+w(u,v);25

Π[v]← u;26

if d[v] = d[u]+w(u,v) then27

if R[v]> R[u]+ r(u,v) then28

Π[v]← u;29

end30
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Algorithm 16.3: Critical Path Finding

input : Sensor network SN = (V,Es), query plan Q = (V,Eq)
output: Critical path CP
PROCEDURE: CriticalPathFinding PERT(SN, Q)1

begin2

Initialize fin[v]← 0;3

forall vertex v j ∈V, Consider vertices v in topological order do4

foreach edge v−w do5

set f in[w] = max( f in[w], f in[v] + time[w]);6

set DistanceMax[w] = max(DistanceMax[w], DistanceMax[v] +7

distance[w][v]);

CP←Report PERT Critical Path();8

end9

Algorithm 16.4: Budget Reassignment

input : Sensor network SN = (V,Es), query plan Q = (V,Eq), deadline D
output: Time budget of segments TB={T Bi, j}
PROCEDURE: BudgetReassignment(Q)1

begin2

SlackComputing(Q);3

NodeTBSink ← DeadLine;4

NodeTBVirtualLea f← 0;5

repeat6

Select the node set of smallest slack into setA;7

node t← select the biggest node from setA;8

P← ExplorePath(t);9

NodeBudgetReassign(P);10

until all of path have been reassign ;11

SegmentBudgetReassign();12

end13

to assign subdeadlines to the segments. For example, in this figure, the critical
path is E−B−A−Sink. We will apply a two-phase mechanism to deal with the
segments, EB, DB, BA, CA, and A−Sink.

In our example, the transmission time of the critical path is greater than the
deadline. Thus, we follow a two-phase mechanism to derive the query propaga-
tion plan. First, we assign the subdeadlines for the segments of the plan. Then,
we generate the path for each segment of on the critical path to meet the assigned
subdeadline with the RSP algorithm.
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Figure 16.7: Budget reassignment of non-critical-path nodes.

Algorithm 16.5: Slack Computing (to decide the time budget reassignment
sequence)

input : Sensor network SN = (V,Es), query plan Q = (V,Eq), deadline D
output: Slack of each segment SP={SPi, j}
PROCEDURE: SlackComputing(Q)1

begin2

forall vertex v j ∈V do3

slacknode[ j]←∞;4

slacknode[virtual Leaf]← 0;5

SlackNodeComputing(Sink);6

end7

PROCEDURE: SlackNodeComputing(node v)8

begin9

if node v = virtual Leaf then10

slacknode[v]← 0;11

else12

foreach edge v−w, do slacknode[v] =13

min(SlackComputing(w)+SlackEdgeComputing(v,w));

return slacknode[v]14

end15

PROCEDURE: SlackEdgeComputing(node v, node w)16

begin17

return DistanceMax[w]−DistanceMax[v]−distance[w][v];18

end19
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Algorithm 16.6: Explore Path

input : Query plan Q = (V,Eq), basis node
output: Find a set of sequences of transmission path TP={T Pi, j}
PROCEDURE: ExplorePath(t)1

begin2

c← child(t);3

T P← Qq
c,t ;4

repeat5

p← parent(t);6

TP← Qq
t,p;7

until parent(t) have already computed ;8

return T P;9

end10

Algorithm 16.7: Node Budget Reassign
input : Query plan segment P, time budget basis T Bsegment

output: Time budget of nodes in segment NodeTB={NodeTBi}
PROCEDURE: NodeBudgetReassign(P)1

begin2

repeat3

Basis← TBsubsegment;4

proportion← Pi, j

|Path| ;5

NodeTBcurrentNode ← NodeTBchild− proportion×Basis;6

until all TB of nodes in this subpath have been reassign ;7

end8

Algorithm 16.8: Segment Budget Reassign
input : Query plan segment P, time budget of nodes TB
output: Time budget of segment TB={T Bi, j}
PROCEDURE: SegmentBudgetReassign(Q)1

begin2

forall Qp
u,v do3

TBu,v ← NodeTBv−NodeTBu;4

end5
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Algorithm 16.9: Path Generating

input : Sensor network SN = (V,Es), query plan Q = (V,Eq), time budget
TB, deadline D

output: Find a set of sequences of execution path EP={EPi, j}
PROCEDURE: PathGenerating(SN, Q)1

begin2

forall vertex v j ∈V do3

status[ j]←WAITING;4

edge status[ j]←WAITING;5

repeat6

chose the leaf node CPj from CP;7

EdgeGenerating( j);8

remove CPj from CP;9

until CP has no element ;10

end11
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Figure 16.8: An example construction process of a query propagation plan (Part I).
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Algorithm 16.10: Edge Generating

/* note: this version of algorithm did not consider the

scenario where two paths use the same edge ei, j. */

input : Sensor network SN = (V,Es), edge j ∈ Q = (V,Eq), time budget
TB, deadline D

output: Find a set of sequences of execution path EPj={EPi, j}
PROCEDURE: EdgeGenerating(j)1

begin2

status[ j]← COMPUTING;3

forall vertex vi ∈ Ad j[ j] do4

if status[i] = WAITING then5

EdgeGenerating(i);6

forall vertex vi ∈ Ad j[ j] do7

if edge status[i][ j] = WAITING then8

if RS P[i] =∞ then9

RS P[i]← 0;10

RS[i][ j]←RS P[i];11

Budget← B[i][ j]+S[i][ j]+RS[i][ j];12

EPi, j ← edgeRouting(Pi, j,Budget);13

/* Find path for Pi, j using RSP algorithm or

using run time determining algorithm */

RS P[i]← Min(RS P[i], remaining budget);14

edge status[i][ j]←COMPUTED;15

status[ j]← COMPUTED;16

end17

We invoke Algorithm 16.4 to assign the subdeadlines. We denote Di as the
subdeadline of a segment i in the query plan. As shown in Figure 16.9b, the
basic concept is to assign the subdeadline according to the proportion of the
transmission time of each segment in the critical path. For example,

D1 = D×
t1

t1+ t3+ t5
, D5 = D×

t5
t1+ t3+ t5

.

After we assign the subdeadline, then as shown in Figure 16.9c, d, and e, we use
the RSP algorithm to derive a new path for each segment to meet its subdeadline.
For example, the segment EB, because it has a subdeadline of D5, will gener-
ate the new path EVB to replace the path EuvB. Since D4 is large enough, the
segment DB transmits data via path DB. Finally, the returned query propagation
plan is as shown in Figure 16.9f.
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Figure 16.9: An example construction process of a query propagation plan (Part II).

16.2.5 Properties
In this section, we discuss the properties of the proposed framework: (1) rela-
tion of transmission time and transmission distance, (2) setup of transmission
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range, (3) function for time budget and energy consumption, (4) time budget
assignment policy, (5) completeness of the budget reassignment algorithm, and
(6) completeness of the path generation algorithm.

Lemma 16.1
Relation of transmission time and transmission distance. Let the transmission range
of sensor nodes is be r. An amount of energy Tu is required to transmit one unit
of packet of data over one unit of distance. The transmission time Tb of distance
Distances,t is: T = ⌈

Distances,t
R ⌉×Tu.

Proof. The total distance is Distances,t . It requires Tu of energy to transmit one
unit of packet of data over one unit of distance. This would be require trans-
mission ⌈Distances,t

R ⌉ times. Thus, it requires T = ⌈
Distances,t

R ⌉×Tu to transmit the
packet.

Lemma 16.2
Setup of transmission range. Let one unit of packet data be transmitted from s to t,
the distance over which to transmit is Distances,t , which requires Tu of energy to
transmit one unit of packet data over one unit of distance, and the time budget for
this transmission is T b. The minimal transmission range R required for the sensor
nodes is

R =
1

⌈Tb
Tu ⌉
×Distances,t.

Proof. This packet can be transmitted at most ⌈ T b
Tu⌉ times. Thus, the minimal

range of the sensor node requires

R =
1

⌈ Tb
Tu⌉
×Distances,t.

Corollary 16.1
Function for time budget and energy consumption. Assuming node s j receives k bits
of data transmitted from si, which requires Tu to transmit one unit of packet data
over one unit of distance, the time budget of this transmission is Ti, j, and the distance
transmitted from si to node s j is Disi, j, the energy consumption function is as follows:

C(i,j)(k,Ti, j,Disi, j) = k{εamp(
(Disi, j)

2

⌈
Ti, j
Tu ⌉

)} (16.2)

Proof. We can easily derive this from Lemma 16.2 and Equation 16.1.

Property 16.1. Time budget assignment policy. The time budget of query plan
segment is assigned by the transmission distance proportion of the critical path.
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Proof. From the algorithm Budget Reassignment, we can find that all of the
sensor nodes will reassign a new time budget via NodeBudgetReassign(P). From
Line 4 of this algorithm, we know our budget will be reassigned by the proportion
of the transmission distance of the critical path.

Property 16.2. Completeness. The BRA algorithm will reassign the time budget
of all query plan segments.

Proof. From Algorithm 16.4, in Line 2, the slack will be computed and then
assigned to all the nodes in Line 9. After that, all budgets will be assigned to
each path segment in Line 11.

Property 16.3. Completeness. The PGA algorithm will generate the paths of all
query plan segments.

Proof. From Algorithm 16.1, all query plans will generate a path in Line 6. As
the result, the PGA algorithm (Algorithm 16.9) will generate paths of all query
plan segments.

16.2.6 Performance evaluation
We use network simulator ns-2 (ns-2.35) with the dynamic transmission power
control extension [29, 30] to perform the simulations. We assume the deadlines
are 80%,50%,30% of the transmission time of the critical path. Thus, we need
to reroute the transmission path to meet the deadline. We evaluate the power con-
sumption of three methods. They are: our proposed scheme (RTQP), the scheme
which has fast transmission with greatest transmission range (Fast), and each seg-
ment of the query plan has the same time budget (Avg). Figure 16.10 shows the
WSN of our simulations. To further discuss the effect of our proposed scheme,
we evaluate nine different query plans based on this WSN of a green IoT in
Figure 16.11. After the execution of Algorithm 16.2, we can derive propaga-
tion plans of query plan topologies. Note that the critical path of these topolo-
gies is A−B−C−D. The segment B−C has the longest transmission time in the
critical path.

Figure 16.12 shows the evaluation results. Each subfigure represents the
results of the corresponding topology; for example, Figure 16.12a represents the
evaluation results of the topology in Figure 16.11a. The x-axis shows the evalu-
ated schemes. The y-axis shows the power consumption of the query plans. Since
the fast scheme always uses the greatest transmission range, it always consumes
the greatest amount of energy. As shown in the figures, the RTQP and average
schemes display similar results while the deadline is set as 80% of the transmis-
sion time of the critical path. This is because wireless sensor nodes can transmit
data over a small distance. Since the RTQP scheme has good subdeadline assign-
ment for query plan segments, it can always outperform the average scheme
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Query plan node

Relay sensor node

Figure 16.10: Wireless sensor networks in the IoT of our experiments.

while the deadline is only 50% amount of critical path. In the case of the
30% deadline, we also find that the RTQP scheme outperforms the average
scheme.

In Figure 16.12a, the energy consumption of the RTQP scheme is lower than
that of the other algorithms because the time budget of the nodes has been reas-
signed according to the proportion of the critical path. Thus, the power level of
the nodes in the RTQP scheme is in better balance than the other algorithms. As
a result, the RTQP scheme consumes less energy than the other schemas. The
results of Figure 16.12b–i are also similar to the results of Figure 16.12a. The
same behaviors are also invoked by each scenario.

16.2.7 Summary
A WSN can act as an intelligent data collection instrument; we can use it as a
database of the IoT. We assume the sink node can generate a feasible query plan
and the sensor nodes can then derive a feasible query propagation plan in run
time. This research proposes a path generation methodology for a query prop-
agation plan, which we formulate as a real-time query-processing problem, to
find a data-gathering path of the given query plan that does not violate the given
deadline and minimizes the total energy consumption. The properties of the pro-
posed algorithms are also discussed. To evaluate the performance of the proposed
RTQP scheme, we constructed a simulation model using ns-2.35. The perfor-
mance of the RTQP scheme is compared with that of other related mechanisms.
We have very encouraging results for the RTQP scheme in comparison to the
other schemes.
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Figure 16.11: Evaluated query plan topologies.

16.3 Half-Key Key Management
While many previous studies and implementations have been carried out on
network connectivity and compromised links after node capture, this chapter
focuses its research on the reduction of memory space requirements of a sensor
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network on key predistribution and the provision of better security enforce-
ment in sensor data delivery. In this section, we propose a half-key approach
based on the well-known DDHV-D scheme [17] to provide resource-effective
key management. We present an analytical model to exploit the properties of the
proposed approach on connectivity, the number of session key candidates, and
compromised links after node capture. The capability of the proposed approach
is evaluated by a series of experiments, for which we have very encouraging
results.

16.3.1 Preliminaries
16.3.1.1 Background schemes

In practice, it is quite common that a group of wireless embedded sensor nodes
are deployed around a single deployment point. Such a group-based deployment
model is modeled as follows: ℵ nodes are deployed into an arbitrary target field
S f , and the location of each node i(i = 1, ...,ℵ) follows some distribution of
probability density function (pdf) fi(x,y), where (x,y) ∈ S f are the coordinates
of the node.

The sensor nodes that are to be deployed are divided into t× n equal-sized
groups Gi, j for (i = 1, ..., t and j = 1, ...,n), where (i, j) is called the group (or
grid) index. The center (xi,y j) of each grid Gi, j is called deployment point, which
is the desired location of the nodes of the corresponding group. Because of
the randomness in the deployment process, a group of nodes may spread into
a local area around the deployment point to which the group of nodes should be
deployed. Hence, DDHV-D assumes that the real location of each group of nodes
follows some distribution fi, j(x,y) = f (x,y,µx,µy), where (µx,µy) ∈ S f are the
coordinates of the deployment point of the group.

If we consider a normal distribution of deployed nodes—let us consider
nodes dropping from a helicopter—we assume the deployment distribution for
any node u in group Gi, j follows a two-dimensional Gaussian distribution. When
the deployment point of group Gi, j is at (xi,y j), the pdf for node u in group Gi, j

is as follows [43]:

f (x,y|u ∈ Gi, j) =
1

2πσ2
e

−[(x−µxi )
2+(y−µy j )

2 ]

2σ2 (16.3)

where σ2 is the variance of distribution.
Given the global key-space pool S and the overlapping factors a and b, let us

use |Sc| to represent the size of Si, j (for the sake of simplicity, we let all Si, j have
the same size in this example). DDHV-D uses the following procedure to select
key spaces for each key-space pool Si, j. First, key spaces for the first group S1,1

are selected from S; then, key spaces for the groups in the first row are selected
from S and their left-hand neighbors. After that, key spaces for the groups from
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the second row to the last row are selected from S and their left-, upper-left-,
upper, and upper-right-hand neighbors. For each row, DDHV-D conducts the
process from left to right.

After the deployment of nodes, let ξ (i j, i′ j′) represent the number of shared
key spaces between the deployment groups Gi, j and Gi′, j′ . A key predistribution
scheme using DDHV-D deployment knowledge ξ (i j, i′ j′) can be computed as
follows:

ξ (i j, i′ j′) =































|Sc|, when (i, j) = (i′, j′);
a|Sc|, when (i, j) and (i′, j′) are

horizontal or vertical neighbors;
b|Sc|, when (i, j) and (i′, j′) are

diagonal neighbors;
0, otherwise.

In addition, to provide a better resilience, the DDHV scheme combines with
the Blom scheme [5] to provide an important threshold property, which is called
λ − secure: as long as no more λ nodes are compromised, all communication of
links of noncompromised nodes remain secure. The DDHV [16] scheme assumes
an agreed (λ +1)×ℵ Vandermonde matrix G over a finite field GF(h̄), where ℵ
is the size of the network and h̄ > ℵ. This matrix G is public information and may
be shared by different systems; even adversaries are allowed to know G. During
the key generation phase, the sink creates a random (λ +1)× (λ +1) symmetric
matrix D over GF(h̄), and computes an ℵ× (λ + 1) matrix A = (D ·G)T , where
(D ·G)T is the transpose of D ·G. Matrix D must be kept secret, and should not
be disclosed to adversaries or to any sensor nodes. Because D is symmetric, it is
easy to see that

A ·G = (D ·G)T ·G = GT ·DT ·G = GT ·D ·G = (A ·G)T (16.4)

that is, A ·G is a symmetric matrix. If we let K = A ·G, we know that Ki j = K ji,
where Ki j is the element in the ith row and jth column of K. The idea is to use
Ki j (or K ji) as the pairwise key between node i and node j. Each node u only
needs to (1) store the uth row of matrix A and (2) store the uth column of matrix
G. Nodes i and j would be able to compute Ki j and K ji independently in the
following manner by each node independently:

Ki j = Ac(i) ·G( j) = Ac( j) ·G(i) = K ji.

16.3.1.2 Motivation

The storage unit of keys or key space in related work usually is a full-sized key
or a full-sized of key space. For example, in DDHV [16], the size of a key-space
matrix Ai would be (λ + 1)× 64 bits if the size of a common key is 64 bits.
This is because the key-space matrix G is defined over a finite field GF(264).
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This research [50] is motivated by the memory limitation in key maintenance
of WSNs. We are interested in half-key-space predistribution scheme so that
nodes do not need to store full-sized keys or key spaces. Instead, in the proposed
scheme, the sensor nodes store half-sized keys or key spaces and the common
session key may be concatenated using two half keys when they need to commu-
nicate with each other.

16.3.2 The half-key-space predistribution scheme
The goal of this scheme is to allow sensor nodes to derive common session keys
with each of their neighboring nodes after deployment. Our scheme consists of
two phases: key-space predistribution and session key establishment. The behav-
iors of key-space predistribution are similar to the DDHV-D scheme [17], but,
because a session key is derived via two half keys, this phase is considerably
different.

16.3.2.1 Off-line phase: Key-space predistribution

In this phase, we first generate a global key-space pool with |S| half-key spaces.
Since one session key could be concatenated using two half keys, the size of
each half-key-space is only half that of a full key space. This phase is con-
ducted offline and before the sensor nodes are deployed. Similar to DDHV-D, we
firstly divide the key-space pool S into t× n key-space pools Si, j (for i = 1, . . . , t
and j = 1, . . . ,n), with Si, j corresponding to the deployment groups deployed in
neighboring (or nearby) locations.

16.3.2.1.1 Setting up of key-space pools

Before we describe our proposed scheme, we define a key space as a matrix D
as defined in the previous section. The size of the elements of that matrix are
one-half of a full key. We say a node i holds key space D if i stores the secret
information; for instance, the corresponding row A(i) of key-space matrix A,
generated from (D,G) using Blom’s scheme. Note that two nodes can calculate
a half key if they hold a common key space.

Basically, the proposed scheme is to follow DDHV-D to set up the key-space
pools. We generate |S| half-key spaces for the global half-key-space pool S. We
set the length of a half key at one-half of a full key; for example, a half key is
32 bits if a session key is 64 bits. For the global half-key pool S, we use the
following procedure to generate them:

� Step 1: Generating matrix G. We first select a primitive element from
a finite field GF(h̄), where |h̄| is larger than the desired half-key length
(and also h̄ > 2 ℵ

t×n ), to create a generator matrix G of size (λ +1)×2 ℵ
t×n .

Let G( j) represent the jth column of G. We provide G( j) to node j. Note
that, since we can make a new key space by changing the value of matrix
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D or matrix G, we change matrix G and generate ϕ (where ϕ = |S|)
matrices D for all half-key spaces.

� Step 2: Generating matrices D. We generate ϕ random, symmet-
ric matrices D1, ...,Dϕ of size (λ + 1)× (λ + 1). We call each tuple
si = (Di,G) (for i = 1, ...,ϕ), a key space. We then compute the matrix
Ai = (Di ·G)T . Let Ai( j) represent the jth row of Ai.

Since each half-key space has 2 ℵ
t×n rows, it may be shared by two groups of

nodes (only). To avoid two different nodes storing the same row of a half-key
space, we need a policy to assign these secret pieces of information to nodes. For
each half-key space pool, we define a half-key space as a local space if it makes a
selection from the global half-key-space pool; otherwise, we define it as a visited
space. The following procedure describes how we choose key spaces for each
half-key-space pool of groups:

� For group S1,1, select |Sc| half-key spaces as local spaces from the global
half-key-space pool S; then, remove these |Sc| half-key spaces from S.

� For group S1, j, for j = 2, ...,n, select a · |Sc| key spaces as visited spaces
from the half-key-space pool S1, j−1; then, select ω =(1−a) · |Sc| half-key
spaces as local spaces from the global half-key-space pool S and remove
the selected ω half-key spaces from S.

� For group Si, j, for i = 2, ..., t and j = 1, ...,n, select a · |Sc| half-key spaces
as visited spaces from each of the half-key-space pools Si−1, j and Si, j−1 if
they exist; select ω (defined below) half-key spaces as local spaces from
the global half-key-space pool S and remove these ω half-key spaces
from S.

ω =







(1− (a+b)) · |Sc| for j = 1
(1−2(a+b)) · |Sc| for 2≤ j ≤ n−1
(1− (2a+b)) · |Sc| for j = n

16.3.2.1.2 Key-space predistribution

Algorithm 16.11 shows the key-space predistribution procedure. Suppose the
storage size of each sensor node is τ units (a unit is a full key). Since the size
of each half-key space is λ+1

2 units, each sensor node could store 2τ
λ+1 half-key

spaces. So, after the key-space pools are set up, for each sensor node in the
deployment group Gi, j, we randomly select 2τ

λ+1 key spaces from its correspond-
ing half-key-space pool Si, j (Line 2); then, for each selected key space, we load
the corresponding row of its matrix into the memory of the node. Since each
half-key space may be shared by two group of nodes, that is, as a local space or
a visited space, to avoid collision, for each half-key space, a node loads the row
in the top half of the space if this space is a local space (Lines 3–5); otherwise, it
loads the row in the bottom half of the space (Lines 6–8).
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Algorithm 16.11: Key-Space Predistribution (for Each Node ni j.l)

for m = 1 to 2τ
λ+1 do1

ni j.l randomly select one new key space Ax from Si j;2

if Ax is a local space then3

k = l;4

Assign A(k) to ni j.l;5

else6

k = l+ ℵ
t×n ;7

Assign A(k) to ni j.l;8

16.3.2.2 Online phase: Session key establishment

During the initialization of a sensor network, each node must discover all of the
half-key spaces shared with its neighboring nodes within its wireless communi-
cation range. The discovery of shared half-key spaces may be accomplished by
the broadcasting of key-space identifiers among nodes. If the number of half-
key spaces shared between two neighboring nodes is more than a user-defined
threshold q, then we say that these two nodes could establish a communication
link; otherwise, there is no communication link between these two nodes. The
rationale behind this setting is to avoid potential attacks, due to an insufficient
number of session key candidates.

Algorithm 16.12 shows the establishment of the session key. If two neighbor-
ing nodes i and j may have a communication link, and i wishes to send data to j,
then the initialization of the communication link may be done as follows:

Node i first randomly picks up one half-key space sx in the common half-key
space set of i and j and sends the identifier idx of the selected half-key space to
j. When j receives the identifier, j also randomly picks up one half-key space
sy in the common half-key space set of i and j and sends the identifier idy of
the selected half key to i. Then, they can compute the selected half keys, that
is, kx,i j and ky,i j, using Blom’s scheme: Initially node i possesses Ac(i) and G(i),
and node j possesses Ax( j) and Gx( j). After exchanging Gx(i) and Gx( j), then
the shared half key between nodes i and j, kx,i j = kx, ji, can be computed in the
following manner by each node independently:

kx,i j = Ax(i) ·Gx( j) = Ax( j) ·Gx(i) = kx, ji

Since both nodes share half-key spaces sx and sy and know their identifiers,
ni and n j, they could create a session key on each side by having kx,i j and ky,i j as
the prefix and suffix of the session key, respectively. The session key would be
used for data encryption/decryption until a new session key is generated based
on a similar approach. Note that, to avoid cryptanalysis attacks, any two nodes
involved in data transmission should change their session keys for every specified
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time interval. In the next section, we will exploit some security-related properties
of the proposed half-key approach.

Algorithm 16.12: Session Key Establishment

ni randomly picks up one half-key space sx in the common half-key space1

set of ni and n j;
ni sends the identifier (seed) idx of the selected half-key space to n j;2

After n j receives the identifier, n j randomly picks up one half-key space sy3

in the common half-key space set of ni and n j;
n j sends the identifier idy of the selected half-key space to ni;4

ni and n j compute the prefix half key5

kx,i j = Ax(i) ·Gx( j) = Ax( j) ·Gx(i) = kx, ji;
ni and n j compute the postfix half key6

ky,i j = Ay(i) ·Gy( j) = Ay( j) ·Gy(i) = ky, ji;
ni and n j derive a session key: ks=kx,i j||ky,i j;7

16.3.3 Analysis study
The purpose of this section is to propose an analytic model to provide insights
into the performance evaluation of the proposed approach. In this research, three
properties are under consideration: the number of session key candidates, connec-
tivity, and resilience against node capture. Connectivity is defined as the prob-
ability of the number of half keys shared between two neighboring nodes is no
less than a given threshold q. The number of session key candidates is defined
as the minimum possible number of session keys being created for data encryp-
tion/decryption. Resilience against node capture is defined as the percentage of
the secure links that are compromised after a certain number of nodes are cap-
tured by the adversaries. Note that the analysis is complicated by the possibility
of nodes sharing in keys or half keys.

16.3.3.1 Session key candidates analysis

Under the basic key predistribution scheme [18], one single shared key is
required for two neighboring nodes in data transmission. Because only one
shared key is required, the number of session key candidates for the scheme
would be one [18]. The random key predistribution scheme [8] requires any two
neighboring nodes to communicate with each other when they share q keys. The
number of session key candidates is at least q. Since the half-key scheme pro-
posed in this work creates a session key by merging two shared half keys, the
number of session key candidates is at least q2 when two neighboring nodes
communicate with each other when they share q half keys.
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16.3.3.2 Connectivity analysis of half-key space predistribution
scheme using deployment knowledge

Lemma 16.3 [8]
Let p′q be the connectivity of a sensor network under the q-composite key predis-
tribution scheme. If the memory size of each sensor node in the sensor network is
fixed, the connectivity p′q of the sensor network may be derived by the following
equation:

p′q = 1−
((P−K′)!)2

(P− 2K′)!P!
×

q−1
∑

i=0

(P− 2K′)!(K′!)2

i!(P− 2K′+ i)!((K′− i)!)2 , (16.5)

where K′ is the number of keys assigned to each sensor node and P is the size of the
key pool.

Lemma 16.4 [17]
Let A(u,v) be the event that u and v are neighbors; let B′(u,v) be the event that u
and v share at least one common key spaces. The local connectivity P1

local (i.e., the
probability of two neighboring nodes being able to find a common key space) is the
following conditional probability:

P1
local = Pr(B′(u,v)|A(u,v)) =

Pr(B(u,v)andA(u,v))
Pr(A(u,v))

(16.6)

=

∑

i∈Ψ
∑

j∈Ψ Pr(B(ni,n j)) ·Pr(A(ni,n j))
∑

i∈Ψ
∑

j∈Ψ Pr(A(ni,n j))
(16.7)

Let A(u,v) be the event that u and v are neighbors; let Bq(u,v) be the event
that u and v share at least q common key spaces. The local connectivity Pq

local
(i.e., the probability of two neighboring nodes being able to find a common key
space) is the following conditional probability:

Plocal = Pr(Bq(u,v)|A(u,v)) =
Pr(Bq(u,v)andA(u,v))

Pr(A(u,v))
(16.8)

=

∑

i∈Ψ
∑

j∈Ψ Pr(Bq(ni,n j)) ·Pr(A(ni,n j))
∑

i∈Ψ
∑

j∈Ψ Pr(A(ni,n j))
(16.9)

Theorem 16.2
Let pq be the connectivity of a sensor network under the proposed half-key space
predistribution scheme with a user-defined parameter q. If the memory size of each
sensor node in the sensor network is fixed, the connectivity p′q of the sensor network
may be derived by the following equation:

pq = 1−
((P−K)!)2

(P− 2K)!P!
×

q−1
∑

i=0

(P− 2K)!(K!)2

i!(P− 2K+ i)!((K− i)!)2 (16.10)
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where K is the number of half keys assigned to each sensor node (note that K = 2K′)
and P is the size of the key pool.

Proof. The correctness of this theorem follows from Lemma 16.3. �

Lemma 16.5 [17]
Let gi = g(zi|ni ∈ Gi) represent the probability that a sensor node ni from group Gi
resides within the attack circle. The probability gi may be derived by the following
equation:

gi = 1{z<R}[1−e−
(R−z)2

2σ2 ]+

∫ z+R

|z−R
2ℓcos−1(

ℓ

2 + z2−R2

2ℓz
) fR(ℓ|ni ∈Gi)dℓ (16.11)

where ℓ{.} is the set indicator function and fR(ℓ|ni ∈ Gi) is given by Equation 16.2.

Lemma 16.6 [17]
Let Pr(A(ni,n j)) be the event that node ni and node n j are neighbors. If the deploy-
ment model is of normal distribution, the probability Pr(A(ni,n j)) of two sensor
nodes ni and n j being neighbors may be derived by the following equation:

Pr(A(ni,n j)) =

∫ Y

y=0

∫ X

x=0
fR(d jθ |v ∈ G j) ·g(diθ |u ∈ Gi) ·dxdy (16.12)

where d jθ is the distance between θ and the deployment point of group j, and
g(diθ |u ∈ Gi) is the probability that the sensor node ni from group Gi resides within
the θ -circle.

Theorem 16.3
If the memory size of each sensor node in the sensor network is fixed, let Bq(ni,n j) be
the probability of any two nodes ni and n j sharing at least q key spaces to form secure
communications. Bq(ni,n j) may be derived by the following equation: Bq(ni,n j) =
1− (p(i, j,0)+ p(i, j,1)+ ...+ p(i, j,q− 1))

where p(i, j,x) =

∑min(τ,ξ (i, j))
k=0

(ξ (i, j)
k

)(|Sc|−ξ (i, j)
τ−k

)(k
x

)(|Sc|−k
τ−x

)

(|Sc|
τ
)2 .

Proof. Let p(i, j,x) be the probability that any two nodes ni,n j have exactly x
key spaces in common. Any given node has

(

|Sc|
τ

)

different ways of choosing its τ
key space from the key pool of size |Sc|. Hence, the total number of ways for both

nodes to pick τ key spaces each is
(|Sc|

τ
)2

. Suppose the two nodes have x keys in
common. The first node selects k key spaces from the ξ shared key spaces; it
then selects the remaining τ− k key spaces from the non-shared key spaces. For
the second node, there are

(k
x

)

ways to choose the x common key spaces. Since
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the second node only shares x key spaces with the first node, it has to select τ−x
key spaces from the remaining |Sc|− k key spaces from its key-space pool.

Hence, we have

p(i, j,x) =

∑min(τ ,ξ (i, j))
k=0

(ξ (i, j)
k

)(

|Sc|−ξ (i, j)
τ−k

)(k
x

)(

|Sc|−k
τ−x

)

(

|Sc|
τ

)2

Let Bq(ni,n j) be the probability of any two nodes ni and n j sharing sufficient
key spaces to form secure communications. Bq(ni,n j) = 1− (probability that
two nodes share insufficient keys to form connections), hence Bq(ni,n j) = 1−
(p(i, j,0)+ p(i, j,1)+ · · ·+ p(i, j,q−1)). �

16.3.3.3 Resilience analysis of half-key space: Predistribution scheme
using deployment knowledge

In this research, we consider a realistic scenario in which the adversary intrudes
into a region inside the WEBs and randomly captures and compromises xc wire-
less embedded sensor nodes within this region. The region is assumed to be a
circle at point Z(x,y) with radius Rc. We term such a circle as the attack circle
and call Rc the attack radius.

Before we present our detailed analysis on resilience, we summarize our
approach as follows for the benefit of clarity: Based on the above assumptions,
we can calculate, among all the sensors in the attack circle, the average num-
ber of sensors that are deployed from each specific group. Since the adversary
compromises xc sensors randomly inside the cycle, the average number of com-
promised sensors that are deployed from the specific group can be derived by
Lemmas 16.5 and 16.7. Then, we calculate the fraction of additional commu-
nication that an adversary can compromise, based on the information retrieved
from the xc captured nodes in Theorem 16.4.

Lemma 16.7 [17]
Suppose the adversary captures nodes randomly within a region that is assumed to
be a circle at point Z(x,y) with radius Rc. With N sensors divided into n groups, each
group has N/n sensor nodes. Let xi(x,y,Rc,xc) represent the expected number of cap-
tured sensor nodes that are deployed from group Gi. Let Xi(x,y,Rc,xc) represent the
weighted sum of the numbers of nodes that have been captured from all these groups.
The expected number Xi(x,y,Rc,xc) may be derived by the following equation:

Xi(x,y,Rc,xc) =
∑

j∈Ψi

(

ξ (i, j)
|Sc|

· xi(x,y,Rc,xc)

)

=
∑

j∈Ψi

(

ξ (i, j)
|Sc|

· xc ·
gi

∑

j∈Ψ g j

)

(16.13)
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Lemma 16.8
Let c be a link in the key-sharing graph between two nodes that are not compromised,
and K be the communication key used for this link. The probability of c being broken
given that x nodes are compromised is:

Pr(c is broken|Cx) =

x
∑

j=λ+1

(

x
j

)

(
τ
ω
) j(1−

τ
ω
)x− j (16.14)

where λ is for λ − secure, ω is the size of the group pool, and each node selects τ
from the group key pool.

Theorem 16.4
Let xc be the number of sensor nodes captured by the adversary, and r the resilience
of the proposed scheme against node capture. The fraction of compromised links r of
xc nodes being compromised can be derived by the following equation:

Pr(c is compromised|A(u,v) and B(u,v))

≤
1

XY

(

∑

i∈Ψ

∑

j∈Ψ p(ξ (i, j)) ·Pr(A(ni,n j))
∑

i′∈Ψ
∑

j∈Ψ p(ξ (i′, j))Pr(A(ni′ ,n j))

)2

(16.15)

·

∫ Y

y=0

∫ X

x=0





Xi(x,y,Rc)
∑

a=λ+1

(

Xi(x,y,Rc)

a

)

(
τ
|Sc|

)a(1−
τ
|Sc|

)Xi(x,y,Rc)−a





2

dxdy (16.16)

Proof. Let c be the link between u and v and C(x,y) be the event that the attack
circle is centered at (x,y). Let Ki and K j be the events that c is derived by key
spaces in Si and S j, respectively. Due to the fact that C(x,y) is independent of
A(u,v) and B(u,v), we have

Pr(c is compromised|A(u,v) and B(u,v))

≤
1

XY

∫ Y

y=0

∫ X

x=0

∑

i∈Ψ

∑

j∈Ψ

{Pr1 ·Pr2

×Pr(c is compromised|K j and C(x,y) and A(u,v) and B(u,v))

·Pr(K j|A(u,v) and B(u,v))}dxdy (16.17)

where

Pr1 = Pr(c is compromised|Ki and C(x,y) and A(u,v) and B(u,v))

Pr2 = Pr(Ki|A(u,v) and B(u,v))

According to the result given by Du et al. [17], for any of the |Sc| keys belonging
to group Gi that might be used by any link, we have
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Pr(c is compromised|Ki and C(x,y) and A(u,v) and B(u,v))

=

Xi(x,y,Rc)
∑

l=λ+1

(

Xi(x,y,Rc)

l

)

(
τ
|Sc|

)l(1−
τ
|Sc|

)Xi(x,y,Rc)−l (16.18)

According to the result given by DDHV-D [17], we have

Pr(K j|A(u,v) and B(u,v)) =
Pr((Ki and B(u,v)) and A(u,v))

Pr(A(u,v) and B(u,v))
(16.19)

where

Pr((Ki and B(u,v)) and A(u,v))

=
1

(nt)2

∑

j∈Ψ

p(ξ (i, j)) ·Pr(A(u,v)|u∈ Gi and v ∈ G j) (16.20)

Pr(A(u,v) and B(u,v)) =
1

(nt)2

∑

i∈Ψ

∑

j∈Ψ

Pr(A(ni,n j))Pr(B(ni,n j)) (16.21)

So, we have

Pr(K j|A(u,v) and B(u,v)) =
1

(nt)2

∑

j∈Ψ p(ξ (i, j)) ·Pr(A(ni,n j))

1
(nt)2

∑

i∈Ψ
∑

j∈Ψ Pr(A(ni,n j))Pr(B(ni,n j))

=

∑

j∈Ψ p(ξ (i, j)) ·Pr(A(ni,n j))
∑

i∈Ψ
∑

j∈Ψ Pr(A(ni,n j))Pr(B(ni,n j))
(16.22)

Combining Equation 16.22 and Lemma 16.8, we have

Pr(c is compromised|A(u,v) and B(u,v))

≤
1

XY

∫ Y

y=0

∫ X

x=0

∑

i∈Ψ

∑

j∈Ψ

{Pr(c is compromised|Ki and C(x,y) and

A(u,v) and B(u,v)) ·Pr(Ki|A(u,v) and B(u,v))

×Pr(c is compromised|K j and C(x,y) and A(u,v) and B(u,v))

·Pr(K j|A(u,v) and B(u,v))}dxdy (16.23)

Since the events that link c uses the space from Ki and K j are independent, we
have

Pr(c is compromised|A(u,v) and B(u,v))

≤
1

XY

(

∑

i∈Ψ

∑

j∈Ψ p(ξ (i, j)) ·Pr(A(ni,n j))
∑

i′∈Ψ
∑

j∈Ψ p(ξ (i′, j))Pr(A(ni′ ,n j))

)2

·

∫ Y

y=0

∫ X

x=0





Xi(x,y,Rc)
∑

a=λ+1

(

Xi(x,y,Rc)

a

)

(
τ
|Sc|

)a(1−
τ
|Sc|

)Xi(x,y,Rc)−a





2

dxdy (16.24)

�
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16.3.4 Performance evaluation
The purpose of this section is to evaluate the performance of the proposed
scheme, referred to as the half-key predistribution scheme (HKPS). A simula-
tion model was constructed for performance evaluation, in which nodes and their
neighboring relationship were randomly generated. The performance of HKPS
was evaluated, compared to the q-composite random key predistribution scheme
(RKPS) [8]. Note that each node was assigned a subset of keys randomly chosen
from a key pool prior to network deployment. Under HKPS and RKPS, a commu-
nication link could be established between two neighboring nodes if they shared
at least q keys, where q was a user-defined parameter within the experiments.
The performance metrics for the experiments were connectivity, the number of
session key candidates, and the resilience against node capture.

16.3.5 Connectivity
Figure 16.13 shows the connectivity observed in the experimental results under
HKPS-D and RKPS-D (note that XXX-D denotes the “XXX” scheme with
deployment knowledge), where q was set as 1. The y-axis represents connectiv-
ity, and the x-axis represents the memory size required to store half keys or full
keys in each node under HKPS-D and RKPS-D. It was observed that the larger
the memory space was, the better the connectivity. This was because the number
of (half) keys stored in each node increased when the memory size did. HKPS-
D outperformed RKPS-D because the length of a half key (under HKPS-D) was
one-half of a full key (under RKPS-D). Furthermore, when the memory space for
each node was equal to 40, that is, a space for 40 half keys, the connectivity of
HKPS-D was close to 0.6. However, the connectivity of RKPS-D was about 0.3.
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Figure 16.13: Connectivity of HKPS-D and RKPS-D when q = 1.
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Figure 16.14: Resilience against node capture under HKPS-D and RKPS-D
(m = 200,λ= 0,q = 1).

16.3.5.1 Resilience against node capture

Sensor nodes under experiments were assumed to have the same memory space
and the same number of session key candidates under both HKPS and RKPS,
that is, one or nine. Connectivity was set at 0.5 and the storage size was set at
200. Note that a larger key pool size, in general, provided better security support.
Such an implication could be revealed by the following experiments on resilience
against node capture under HKPS and RKPS.

Figure 16.14 shows the resilience against node capture under HKPS-D and
RKPS-D when λ was set at 0 and q was set at 1. The x-axis represents the
number of captured nodes, and the y-axis shows the ratio of the compromised
links against all links, that is, the resilience against node capture. It was shown
that our proposed scheme outperforms RKPS-D. Similarly, Figure 16.15 shows
the resilience against node capture under HKPS-D and RKPS-D when λ was set
at 19 and q was set at 1. Figure 16.16 shows the resilience against node capture
under HKPS-D and RKPS-D when λ was set at 19 and q was set at 9. As shown
in the experimental results, our proposed HKPS-D scheme also significantly out-
performed the RKPS-D scheme.

16.3.6 Summary
This work proposes a half-key approach based on the random key predis-
tribution scheme [8] and DDHV-D deployment knowledge [17] to provide
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Figure 16.15: Resilience against node capture under HKPS-D and RKPS-D
(m = 200,λ= 19,q = 1).
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Figure 16.16: Resilience against node capture under HKPS-D and RKPS-D
(m = 1200,λ= 19,q = 9).

resource-efficient key management in wireless embedded systems. Distinct from
past research, this research focuses its study on the reduction of the memory
space requirements of wireless embedded sensor nodes on key predistribution
and the provision of better security enforcement in sensor data delivery. We
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present an analytical model to exploit the properties of the proposed approach on
connectivity and resilience against node capture. The capability of the proposed
approach is evaluated by a series of experiments. It was shown that the analytical
results matched the experimental results very well. The proposed scheme also
provides significant improvements on these two properties, as demonstrated by
the experiments.
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[7] Jesús Carretero and J. Daniel Garcı́a. The Internet of Things: Connecting
the world. Personal Ubiquitous Comput., 18(2):445–447, February 2014.

[8] Haowen Chan, Adrian Perrig, and Dawn Song. Random key predistribution
schemes for sensor networks. In S&P ’03: Proceedings of the 2003 IEEE
Symposium on Security and Privacy, 197, Washington, DC, 2003. IEEE
Computer Society.

[9] Yuan-Hao Chang, Ping-Yi Hsu, Yung-Feng Lu, and Tei-Wei Kuo. A driver-
layer caching policy for removable storage devices. Trans. Storage,
7(1):1:1–1:23, June 2011.



A Secure Path Generation Scheme for Real-Time Green Internet of Things � 451

[10] Jian-Jia Chen and Chin-Fu Kuo. Energy-efficient scheduling for real-time
systems on dynamic voltage scaling (DVS) platforms. In Proceedings of the
13th IEEE International Conference on Embedded and Real-Time Comput-
ing Systems and Applications, RTCSA ’07, 28–38, Washington, DC, 2007.
IEEE Computer Society.

[11] Yan Chen, Feng Han, Yu-Han Yang, Hang Ma, Yi Han, Chunxiao Jiang,
Hung-Quoc Lai, et al. Time-reversal wireless paradigm for green internet of
things: An overview. Internet of Things Journal, IEEE, 1(1):81–98, Febru-
ary 2014.

[12] Yen-Kuang Chen. Challenges and opportunities of internet of things. In
Design Automation Conference (ASP-DAC), 2012 17th Asia and South
Pacific, 383–388, January 2012.

[13] T.S. Chou, S.Y. Chang, Y.F. Lu, Y.C. Wang, M.K. Ouyang, C.S. Shih, T.W.
Kuo, J.S. Hu, and J.W.-S. Liu. EMWF for flexible automation and assistive
devices. In Real-Time and Embedded Technology and Applications Sympo-
sium, 2009. RTAS 2009. 15th IEEE, 243–252, April 2009.

[14] Felipe da Rocha Henriques, Lisandro Lovisolo, and Marcelo Goncalves
Rubinstein. Algorithms for energy efficient reconstruction of a process with
a multihop wireless sensor network. In Circuits and Systems (LASCAS),
2013 IEEE Fourth Latin American Symposium on, 1–4, Feb 2013.

[15] Edsger W. Dijkstra. A note on two problems in connexion with graphs.
Numerische Mathematik, 1:269–271, 1959.

[16] Wenliang Du, Jing Deng, Yunghsiang S. Han, and Pramod K. Varshney. A
pairwise key predistribution scheme for wireless sensor networks. In CCS
’03: Proceedings of the 10th ACM conference on Computer and communi-
cations security, 42–51, New York, 2003. ACM Press.

[17] Wenliang Du, Jing Deng, Yunghsiang S. Han, and Pramod K. Varshney. A
key predistribution scheme for sensor networks using deployment knowl-
edge. IEEE Trans. Dependable Secur. Comput., 3(1):62, 2006.

[18] Laurent Eschenauer and Virgil D. Gligor. A key-management scheme for
distributed sensor networks. In CCS ’02: Proceedings of the 9th ACM
conference on Computer and communications security, 41–47, New York,
2002. ACM.

[19] Hua-Wei Fang, Mi-Yen Yeh, Pei-Lun Suei, and Tei-Wei Kuo. An adap-
tive endurance-aware b+-tree for flash memory storage systems. Comput-
ers, IEEE Transactions on, PP(99), 2013.

[20] Emad Felemban, Chang-Gun Lee, and Eylem Ekici. MMSPEED: Multi-
path multi-speed protocol for QoS guarantee of reliability and timeliness



452 � Security and Privacy in Internet of Things (IoTs)

in wireless sensor networks. IEEE Transactions on Mobile Computing,
5(6):738–754, June 2006.

[21] Bernhard Firner, Robert S. Moore, Richard Howard, Richard P. Martin,
and Yanyong Zhang. Poster: Smart buildings, sensor networks, and the
internet of things. In Proceedings of the 9th ACM Conference on Embed-
ded Networked Sensor Systems, SenSys ’11, 337–338, New York, 2011.
ACM.

[22] Stefan Forsström and Theo Kanter. Continuously changing information on
a global scale and its impact for the internet-of-things. Mob. Netw. Appl.,
19(1):33–44, February 2014.

[23] Bin Fu, Renfa Li, Xiongren Xiao, Caiping Liu, and Qiuwei Yang. Non-
interfering multipath geographic routing for wireless multimedia sen-
sor networks. In Multimedia Information Networking and Security, 2009.
MINES ’09. International Conference on, 1:254–258, 2009.

[24] Ixent Galpin, Christian Y. Brenninkmeijer, Alasdair J. Gray, Farhana
Jabeen, Alvaro A. Fernandes, and Norman W. Paton. SNEE: a query
processor for wireless sensor networks. Distrib. Parallel Databases,
29(1-2):31–85, February 2011.

[25] Jayavardhana Gubbi, Rajkumar Buyya, Slaven Marusic, and Marimuthu
Palaniswami. Internet of things (IoT): A vision, architectural elements, and
future directions. Future Gener. Comput. Syst., 29(7):1645–1660, Septem-
ber 2013.

[26] Refael Hassin. Approximation schemes for the restricted shortest path
problem. Mathematics of Operations Research, 17(1):36–42, 1992.

[27] Tian He, John A. Stankovic, Chenyang Lu, and Tarek Abdelzaher. SPEED:
A stateless protocol for real-time communication in sensor networks. In
Proceedings of the 23rd International Conference on Distributed Comput-
ing Systems, ICDCS ’03, 46–55, Washington, DC, 2003. IEEE Computer
Society.

[28] Wendi Rabiner Heinzelman, Anantha Chandrakasan, and Hari Balakrish-
nan. Energy-efficient communication protocol for wireless microsensor
networks. In HICSS, 2000.

[29] Pei Huang. Dynamic transmission power control (in ns2). dekst.award
space.com.

[30] Pei Huang, Hongyang Chen, Guoliang Xing, and Yongdong Tan. SGF: A
state-free gradient-based forwarding protocol for wireless sensor networks.
ACM Trans. Sen. Netw., 5(2):14:1–14:25, April 2009.

http://dekst.awardspace.com
http://dekst.awardspace.com


A Secure Path Generation Scheme for Real-Time Green Internet of Things � 453

[31] Xiaoxia Huang and Yuguang Fang. Multiconstrained QoS multipath rout-
ing in wireless sensor networks. Wirel. Netw., 14(4):465–478, August 2008.

[32] Yu-Kai Huang, Chin-Fu Kuo, Ai-Chun Pang, and Weihua Zhuang. Stochas-
tic delay guarantees in zigbee cluster-tree networks. In Communications
(ICC), 2012 IEEE International Conference on, 4926–4930, June 2012.

[33] Muhammad Ikram, Aminul Haque Chowdhury, Bilal Zafar, Hyon-Soo
Cha, Ki-Hyung Kim, Seung-Wha Yoo, and Dong-Kyoo Kim. A simple
lightweight authentic bootstrapping protocol for IPv6-based low rate wire-
less personal area networks (6LoWPANs). In IWCMC ’09, 937–941, New
York, 2009. ACM.

[34] Chalermek Intanagonwiwat, Ramesh Govindan, and Deborah Estrin.
Directed diffusion: a scalable and robust communication paradigm for sen-
sor networks. In MobiCom ’00: Proceedings of the 6th annual international
conference on Mobile computing and networking, 56–67, New York, 2000.
ACM Press.

[35] Farhana Jabeen and Alvaro A. A. Fernandes. An algorithmic strategy for in-
network distributed spatial analysis in wireless sensor networks. J. Parallel
Distrib. Comput., 72(12):1628–1653, December 2012.

[36] Yan Jin, Ling Wang, Ju-Yeon Jo, Yoohwan Kim, Mei Yang, and Yingtao
Jiang. Eeccr: An energy-efficient m-coverage and n-connectivity routing
algorithm under border effects in heterogeneous sensor networks. Vehicular
Technology, IEEE Transactions on, 58(3):1429–1442, March 2009.

[37] Holger Karl and Andreas Willig. Protocols and Architectures for Wireless
Sensor Networks. John Wiley, 2005.

[38] Yong-ki Kim, R. Bista, and Jae-Woo Chang. A designated path scheme
for energy-efficient data aggregation in wireless sensor networks. In Paral-
lel and Distributed Processing with Applications, 2009 IEEE International
Symposium on, 408–415, August 2009.

[39] Chin-Fu Kuo, Lieng-Cheng Chien, and Yung-Feng Lu. Scheduling algo-
rithm with energy-response trade-off considerations for mixed task sets. In
Proceedings of the 2013 Research in Adaptive and Convergent Systems,
RACS ’13, 410–415, New York, 2013. ACM.

[40] Kam-Yiu Lam, Jiantao Wang, Yuan-Hao Chang, Jen-Wei Hsieh, Po-Chun
Huang, Chung Keung Poon, and Chun Jiang Zhu. Garbage collection for
multi-version index on flash memory. In Proceedings of the Conference
on Design, Automation & Test in Europe, DATE ’14, 57:1–57:4, Leuven,
Belgium, 2014. European Design and Automation Association.



454 � Security and Privacy in Internet of Things (IoTs)

[41] Ivan Lanese, Luca Bedogni, and Marco Di Felice. Internet of things: A pro-
cess calculus approach. In Proceedings of the 28th Annual ACM Symposium
on Applied Computing, SAC ’13, 1339–1346, New York, 2013. ACM.

[42] Bocheng Lai, Sungha Kim, and Ingrid Verbauwhede. Scalable session key
construction protocol for wireless sensor networks. In IEEE Workshop on
Large Scale Real-Time and Embedded Systems, 2003.

[43] Alberto Leon-Garcia. Probability and Random Processes for Electrical
Engineering. Addison-Wesley, 2nd edition, 1994.

[44] Donggang Liu and Peng Ning. Location-based pairwise key establishments
for static sensor networks. In SASN ’03: Proceedings of the 1st ACM work-
shop on Security of ad hoc and sensor networks, 72–82, New York, 2003.
ACM.

[45] Donggang Liu, Peng Ning, and Wenliang Du. Group-based key pre-
distribution in wireless sensor networks. In WiSe ’05: Proceedings of the
4th ACM workshop on Wireless security, 11–20, New York, 2005. ACM.

[46] Donggang Liu, Peng Ning, and Rongfang Li. Establishing pairwise keys
in distributed sensor networks. ACM Trans. Inf. Syst. Secur., 8(1):41–77,
2005.

[47] Zhihong Liu, Jianfeng Ma, Qingqi Pei, Liaojun Pang, and YoungHo Park.
Key infection, secrecy transfer and key evolution for sensor networks. IEEE
Trans. Wireless. Comm., 9:2643–2653, August 2010.

[48] Javier Lopez. Unleashing public-key cryptography in wireless sensor net-
works. J. Comput. Secur., 14(5):469–482, 2006.

[49] Yung-Feng Lu, Chin-Fu Kuo, and Ai-Chun Pang. A half-key key manage-
ment scheme for wireless sensor networks. In Proceedings of the 2011
ACM Symposium on Research in Applied Computation, RACS ’11, 255–
260, New York, 2011. ACM.

[50] Yung-Feng Lu, Chin-Fu Kuo, and Ai-Chun Pang. A novel key manage-
ment scheme for wireless embedded systems. SIGAPP Appl. Comput. Rev.,
12(1):50–59, April 2012.

[51] Yung-Feng Lu, Jun Wu, and Chin-Fu Kuo. A path generation scheme for
real-time green internet of things. SIGAPP Appl. Comput. Rev., 14(2):
45–58, June 2014.

[52] Samuel R. Madden, Michael J. Franklin, Joseph M. Hellerstein, and Wei
Hong. TinyDB: an acquisitional query processing system for sensor net-
works. ACM Trans. Database Syst., 30(1):122–173, 2005.



A Secure Path Generation Scheme for Real-Time Green Internet of Things � 455

[53] Alan McGibney, Antony Guinard, and Dirk Pesch. Wi-Design: A mod-
elling and optimization tool for wireless embedded systems in buildings.
In LCN, 640–648, 2011.

[54] Wei-Chen Pao, Yung-Fang Chen, and Chia-Yen Chan. Power allocation
schemes in OFDM-based femtocell networks. Wireless Personal Commu-
nications, 69(4):1165–1182, 2013.

[55] Wei-Chen Pao, Yung-Feng Lu, Wen-Bin Wang, Yao-Jen Chang, and Yung-
Fang Chen. Improved subcarrier and power allocation schemes for wireless
multicast in OFDM systems. In Vehicular Technology Conference (VTC
Fall), 2013 IEEE 78th, 1–5, September 2013.

[56] Charith Perera, Arkady B. Zaslavsky, Peter Christen, and Dimitrios Geor-
gakopoulos. Context aware computing for the internet of things: A survey.
CoRR, abs/1305.0982, 2013.

[57] Adrian Perrig, Robert Szewczyk, Victor Wen, David Culler, and J.D. Tygar.
SPINS: Security protocols for sensor networks. In Proceedings of MOBI-
COM, 2001.

[58] Marjan Radi, Behnam Dezfouli, Shukor Abd azak Razak, and
Kamalrulnizam Abu Bakar. Liemro: A low-interference energy-efficient
multipath routing protocol for improving QoS in event-based wireless sen-
sor networks. In Sensor Technologies and Applications (SENSORCOMM),
2010 Fourth International Conference on, 551–557, 2010.

[59] Marjan Radi, Behnam Dezfouli, Kamalrulnizam Abu Bakar, Shukor
Abd Razak, and Mohammad Ali Nematbakhsh. Interference-aware multi-
path routing protocol for QoS improvement in event-driven wireless sensor
networks. Tsinghua Science and Technology, 16(5):475–490, 2011.

[60] Sutharshan Rajasegarar, Christopher Leckie, and Marimuthu Palaniswami.
Hyperspherical cluster based distributed anomaly detection in wireless
sensor networks. J. Parallel Distrib. Comput., 74(1):1833–1847, January
2014.

[61] Ragunathan Rajkumar, Insup Lee, Lui Sha, and John A. Stankovic.
Cyber-physical systems: the next computing revolution. In DAC, 731–736,
2010.

[62] Amar Rasheed and Rabi Mahapatra. Key predistribution schemes for estab-
lishing pairwise keys with a mobile sink in sensor networks. IEEE Trans.
Parallel Distrib. Syst., 22:176–184, January 2011.

[63] Joel J. P. C. Rodrigues and Paulo A. C. S. Neves. A survey on IP-based
wireless sensor network solutions. International Journal of Communication
Systems, 23(8):963–981, 2010.



456 � Security and Privacy in Internet of Things (IoTs)

[64] Roy Shea, Mani B. Srivastava, and Young Cho. Optimizing bandwidth
of call traces for wireless embedded systems. Embedded Systems Letters,
1(1):28–32, 2009.

[65] Pei-Lun Suei, Che-Wei Kuo, Ren-Shan Luoh, Tai-Wei Kuo, Chi-Sheng
Shih, and Min-Siong Liang. Data compression and query for large
scale sensor data on cots dbms. In Emerging Technologies and Fac-
tory Automation (ETFA), 2010 IEEE Conference on, 1–8, September
2010.

[66] Pei-Lun Suei, Victor C. S. Lee, Shi-Wu Lo, and Tei-Wei Kuo. An efficient
b+-tree design for main-memory database systems with strong access local-
ity. Inf. Sci., 232:325–345, May 2013.

[67] Pei-Lun Suei, Yung-Feng Lu, Rong-Jhang Liao, and Shi-Wu Lo. A
signature-based grid index design for main-memory RFID database appli-
cations. J. Syst. Softw., 85(5):1205–1212, May 2012.

[68] Pei-Lun Suei, Jun Wu, Yung-Feng Lu, Der-Nien Lee, Shih-Chun Chou, and
Chuo-Yen Lin. A novel query preprocessing technique for efficient access
to XML-relational databases. In Database Technology and Applications,
2009 First International Workshop on, 565–569, April 2009.

[69] H. S. Swanson and R. E. D. Woolsey. A PERT-CPM tutorial. SIGMAP
Bull., (16):54–62, April 1974.

[70] Matthew Tancreti, Mohammad Sajjad Hossain, Saurabh Bagchi, and Vijay
Raghunathan. Aveksha: a hardware-software approach for non-intrusive
tracing and profiling of wireless embedded systems. In Proceedings of the
9th ACM Conference on Embedded Networked Sensor Systems, SenSys ’11,
288–301, New York, 2011. ACM.

[71] Lu An Tang, Xiao Yu, Sangkyum Kim, Jiawei Han, Chih-Chieh Hung, and
Wen-Chih Peng. Tru-Alarm: Trustworthiness analysis of sensor networks
in cyber-physical systems. In ICDM, 1079–1084, 2010.

[72] Somanath Tripathy. Lisa: Lightweight security algorithm for wireless sen-
sor networks. In ICDCIT, 129–134, 2007.

[73] Chun-Wei Tsai, Chin-Feng Lai, Ming-Chao Chiang, and L.T. Yang. Data
mining for internet of things: A survey. Communications Surveys Tutorials,
IEEE, 16(1):77–97, 2014.

[74] Kun-Yi Tsai, Yung-Feng Lu, Ai-Chun Pang, and Tei-Wei Kuo. The
speech quality analysis of push-to-talk services. In Wireless Communica-
tions and Networking Conference, 2009. WCNC 2009. IEEE, 1–6, April
2009.



A Secure Path Generation Scheme for Real-Time Green Internet of Things � 457

[75] Hsueh-Wen Tseng, Shiann-Tsong Sheu, and Yun-Yen Shih. Rotational lis-
tening strategy for IEEE 802.15.4 wireless body networks. Sensors Journal,
IEEE, 11(9):1841–1855, September 2011.

[76] Hsueh-Wen Tseng, Shan-Chi Yang, Ping-Cheng Yeh, and Ai-Chun Pang.
A cross-layer scheme for solving hidden device problem in IEEE
802.15.4 wireless sensor networks. Sensors Journal, IEEE, 11(2):493–504,
2011.

[77] Yuh-Min Tseng. A secure authenticated group key agreement protocol for
resource-limited mobile devices. Comput. J., 50:41–52, January 2007.

[78] Dan Stefan Tudose, Andrei Voinescu, Madi-Tatiana Petrareanu, Andrei
Bucur, Dumitrel Loghin, Adrian Bostan, and Nicolae Tapus. Home automa-
tion design using 6LoWPAN wireless sensor networks. In DCOSS, 1–6,
2011.

[79] Nikos Tziritas, Thanasis Loukopoulos, Spyros Lalis, and Petros Lampsas.
Agent placement in wireless embedded systems: Memory space and energy
optimizations. Parallel and Distributed Processing Workshops and PhD
Forum, 2011 IEEE International Symposium on, 0:1–7, 2010.

[80] Ovidiu Vermesan, Peter Friess, Patrick Guillemin, Sergio Gusmeroli,
Harald Sundmaeker, Alessandro Bassi, Ignacio Soler Jubert, Margaretha
Mazura, Mark Harrison, Markus Eisenhauer, and Pat Doody. Internet of
things strategic research roadmap. Technical report, Cluster of European
Research Projects on the Internet of Things (CERP-IoT), 2011.

[81] Berta Carballido Villaverde, Susan Rea, and Dirk Pesch. InRout: a QoS
aware route selection algorithm for industrial wireless sensor networks. Ad
Hoc Networks, 10(3):458–478, 2012.

[82] Gicheol Wang, Deokjai Choi, and Daewook Kang. A lightweight key
renewal scheme for clustered sensor networks. In ICUIMC ’09, 557–565,
New York, 2009. ACM.

[83] Xue Wang, Sheng Wang, and Daowei Bi. Distributed visual-target-
surveillance system in wireless sensor networks. Trans. Sys. Man Cyber.
Part B, 39:1134–1146, October 2009.

[84] Duncan S. Wong and Agnes H. Chan. Efficient and mutually authenticated
key exchange for low power computing devices. In Advances in Cryptology,
ASIACRYPT 2001, December 2001.

[85] Jun Wu. CA-SRP: An energy-efficient concurrency control protocol for
real-time tasks with abortable critical sections. In Proceedings of the Inter-
national C* Conference on Computer Science and Software Engineering,
C3S2E ’13, 125–127, New York, 2013. ACM.



458 � Security and Privacy in Internet of Things (IoTs)

[86] Yang Xiao, Venkata Krishna Rayi, Bo Sun, Xiaojiang Du, Fei Hu, and
Michael Galloway. A survey of key management schemes in wireless sen-
sor networks. Comput. Commun., 30(11-12):2314–2341, 2007.

[87] Elias Yaacoub, Abdullah Kadri, and Adnan Abu-Dayya. Cooperative wire-
less sensor networks for green internet of things. In Proceedings of the 8th
ACM Symposium on QoS and Security for Wireless and Mobile Networks,
Q2SWinet ’12, 79–80, New York, 2012. ACM.

[88] Poonam Yadav and Julie A. McCann. EBS: decentralised slot synchronisa-
tion for broadcast messaging for low-power wireless embedded systems. In
Proceedings of the 5th International Conference on Communication System
Software and Middleware, COMSWARE ’11, 9:1–9:6, New York, 2011.
ACM.

[89] Yong Yao and Johannes Gehrke. The cougar approach to in-network query
processing in sensor networks. SIGMOD Rec., 31(3):9–18, 2002.

[90] In-Su Yoon, Sang-Hwa Chung, and Jeong-Soo Kim. Implementation of
lightweight TCP/IP for small, wireless embedded systems. In Proceedings
of the 2009 International Conference on Advanced Information Network-
ing and Applications, 965–970, Washington, DC, 2009. IEEE Computer
Society.

[91] Chia-Mu Yu, Yao-Tung Tsou, Chun-Shien Lu, and Sy-Yen Kuo. Practical
and secure multidimensional query framework in tiered sensor networks.
IEEE Transactions on Information Forensics and Security, 6(2):241–255,
2011.

[92] Chia-Mu Yu, Chun-Shien Lu, and Sy-Yen Kuo. A simple non-interactive
pairwise key establishment scheme in sensor networks. In SECON’09: Pro-
ceedings of the 6th Annual IEEE communications society conference on
Sensor, Mesh and Ad Hoc Communications and Networks, 360–368, Pis-
cataway, NJ, 2009. IEEE Press.

[93] Chia-Mu Yu, Chun-Shien Lu, and Sy-Yen Kuo. Noninteractive pairwise
key establishment for sensor networks. IEEE Transactions on Information
Forensics and Security, 5(3):556–569, 2010.

[94] Zhen Yu and Yong Guan. A key management scheme using deployment
knowledge for wireless sensor networks. IEEE Trans. Parallel Distrib.
Syst., 19(10):1411–1425, 2008.

[95] Ying Zhang and M. Fromherz. Message-initiated constraint-based rout-
ing for wireless ad-hoc sensor networks. In Consumer Communications
and Networking Conference, 2004. CCNC 2004. First IEEE, 648–650,
2004.



A Secure Path Generation Scheme for Real-Time Green Internet of Things � 459

[96] Jianliang Zheng, Jie Li, Myung J. Lee, and Michael Anshel. A lightweight
encryption and authentication scheme for wireless sensor networks. IJSN,
1(3/4):138–146, 2006.

[97] Li Zhou, Jinfeng Ni, and Chinya V. Ravishankar. Efficient key establish-
ment for group-based wireless sensor deployments. In WiSe ’05: Proceed-
ings of the 4th ACM workshop on Wireless security, 1–10, New York, 2005.
ACM.

[98] Liang Zhou. Green service over internet of things: a theoretical analysis
paradigm. Telecommunication Systems, 52(2):1235–1246, 2013.



This page intentionally left blankThis page intentionally left blank



Chapter 17

Security Protocols for IoT
Access Networks

Romeo Giuliano

Franco Mazzenga

Alessandro Neri

Anna Maria Vegni

CONTENTS
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462
17.1 Introduction to IoT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462
17.2 Related Works on Security Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464
17.3 Time-Based Secure Key Generation and Renewal . . . . . . . . . . . . . . . . . . . 466

17.3.1 Security access algorithms for unidirectional data
transmissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467

17.3.2 Security access algorithms for bidirectional data
transmissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469

17.4 Cognitive Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 470
17.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 471
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 472

461



462 � Security and Privacy in Internet of Things (IoTs)

Abstract
Nowadays, we are immersed in a digital world with a huge number of sensors,
and devices, connected following a great variety of typologies. Internet Proto-
col (IP) v6 and the standardization of the novel Internet of Things (IoT) pro-
tocols enable new services and applications. Moreover, the heterogeneity of IP
and non-IP devices requires novel security techniques, allowing non-IP devices
to connect over a short range with a mediator gateway, and then forming a cap-
illary access network. Providing security and privacy is hard in the conventional
Internet, and is even more challenging in the IoT because of global connectivity
and heterogeneous and resource-constrained devices.

In this chapter, we present the background on security algorithms for both
uni- and bidirectional terminals, in the context of IoT scenarios. We review the
current security and privacy solutions in the IoT, and discuss research challenges
for novel IoT security and privacy solutions. Particularly, we deal with security
algorithms based on a local key renewal, performed considering only the local
clock time. Finally, conclusive remarks and future trends are outlined at the end
of the chapter.

17.1 Introduction to IoT
In recent years, a vast number of devices (i.e., objects) have been connected to the
Internet than people. In 2020, it is expected that there will be 50 billion things
connected to the Internet, and it is estimated that there will be seven devices
per person [1]. As a first consequence, there will be a huge amount of data and
information generated by these objects.

To exploit the numerous opportunities opening up for the creation of appli-
cations in the areas of automation, sensing, and so on, it is necessary to have
a standardized and flexible platform to manage the emerging IoT. This is a
new paradigm able to manage information generated by “objects” is widely
distributed in the environment, including without human presence [2, 3]. Its
basic characteristics are the possibility of addressing (i.e., each object should
be uniquely identifiable), monitoring (i.e., able to interface with the environ-
ment), connecting (i.e., able to inject data into the Internet), analyzing the sys-
tem (i.e., able to perform complex or simple computations1), and reacting (i.e.,
able to interact with the environment). The huge number of objects, which can
produce a stream of information and data from the environment and forward it
to the Internet, provides a wide range of applications and services. The main
domains in which the IoT can allow the development of innovative applications
are the transportation and logistic domain, the healthcare domain, the smart cities

1In Japan and South Korea, this characteristic is the most important. In fact, the term ubiquitous com-
puting is usually adopted rather than IoT.
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domain, and the personal and social domain, as well as other futuristic domains
such as those related to enhanced gaming. The following list provides examples
of the main applications enabled by the IoT:

1. Transportation and logistic domain: inventory, product management,
object tracking, parking/traffic

2. Healthcare domain: data collection, person/medicine tracking

3. Smart cities domain: (industrial/business) energy and smart grid, smart
metering, industrial plants, infrastructure/utilities, agriculture; (personal)
smart home, smart building, environmental monitoring, security (e.g., fire
and elevators) and surveillance, heating, ventilating and air-conditioning
(i.e., HVAC), lighting, sensors (e.g., temperature, humidity, presence of
gases)

4. Personal and social domain: entertainment, social networking, personal
objects (losses, thefts), appliances

The evolution of technology also caused a change in the potential of IoT. Nowa-
days, IoT architecture is based on four main pillars, recalling the main technolo-
gies enabling the most common vertical applications related to automation or
machine interaction [1].

Radio frequency identification (RFID) [4] is the most diffused technology,
with the aim of identifying and tracking objects through tags spared in the envi-
ronment or attached to an object. Then, the user is able to connect the scanned
tag and the central server, where information is contained. The standardization
of the electronic product code (EPC) favored its diffusion among industries.

A second pillar is machine-to-machine (M2M) communications. Although
they have acquired a wider meaning, at the beginning in 2004 they were restricted
to communications between a device/product with a remote (and dedicated)
application platform/server through cellular networks or fixed wide area net-
works.

The third pillar is wireless sensor networks (WSNs), which consist of several
sensors widely separated in the environment, able to monitor physical values
(e.g., temperature, humidity, motion, pressure, and pollutants) and to commu-
nicate wirelessly in a multihop mode. The reference standard in WSN is the
IEEE802.15.4 [5], and many devices on the market refer to it. Moreover, the
modern WSN can be bidirectional, enabling the sensor node to act locally, even
if with non-time-critical characteristics. Full duplexing allows wireless sensor
and actuator networks (WSANs).

Finally, the fourth pillar is supervisory control and data acquisition
(SCADA), which is an autonomous system able to monitor smart systems (i.e.,
complex industrial processes), most of all with real-time requirements, through
the closed-loop control theory, where human control or interaction is not feasible.



464 � Security and Privacy in Internet of Things (IoTs)

One aspect that cannot be neglected is the management of the vast amount
of data that will be generated by tens (or more) of billions of objects from the
environment to the Internet. A cloud platform becomes fundamental to store,
compute, and visualize data, transforming them into meaningful information.
A possible implementation is in [3].

Among the main issues regarding the diffusion of IoT, we cite the following:

� The lack of a common (and standardized) platform, forcing the software
developers to implement vertical (and rigid) architectures to provide spe-
cific services

� The need to address each object

� The heterogeneity of terminals: the protocol stack is not equal for all the
objects, causing different processing capabilities and supported function-
alities for each object

� The need to guarantee the security of data collected by each object and
their transmission to the application platform, which is fundamental to
the IoT diffusion and standardization process

This chapter is organized as follows. In Section 17.2, we provide a back-
ground on security and privacy issues in IoT scenarios, and present the main
technologies used to deal with these issues. In Section 17.3, we discuss some
algorithms for providing secure connections for unidirectional and bidirectional
(non-IP) communications. Finally, conclusions are drawn at the end of the chap-
ter together with a discussion of cognitive security in the context of IoT.

17.2 Related Works on Security Protocols
The aim to provide security and privacy constraints in IoT scenarios remains a
challenge, mainly due to the huge number of heterogeneous devices (i.e., around
20 billion devices in 2013, which will increase to 32 billion by 2020), as well
as data exchanged via insecure connections. Furthermore, the concept of secu-
rity is extended not only to device-to-device communications (i.e., end-to-end
data confidentiality and integrity), but also to network aspects (i.e., authenticity
of devices and access to networks). As an example, many hackers create fake
networks (termed botnets) to steal data and user privacy information.

Phishing and spam attacks involving IoT devices are becoming an issue.
In January 2014, researchers at the security provider Proofpoint discovered an
IoT cyberattack where by devices (i.e., home appliances such as home routers,
televisions, and refrigerators) sent malicious e-mail spam. Then, thingbots were
created to compromise things. Also, privacy issues are proving to be more com-
plicated to fix, since devices in IoT networks are associated with a person, thus
resulting in a lack of privacy.
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Generally, different security requirements should be addressed to guarantee
network, and data security. First, confidentiality is necessary to limit network
access and data only to authorized users (i.e., devices). Second, data integrity
and authentication should be guaranteed so that messages are successfully trans-
mitted and are reliable to the receiver. Finally, data authentication and availability
should be provided, as well as detection of malicious intruders.

In IoT scenarios, a number of technologies have been developed to achieve
information privacy and security goals [6], such as transport layer security (TLS),
which could also improve the confidentiality and integrity of the IoT, and onion
routing, which encrypts and mixes Internet traffic from different sources, and
encrypts data into multiple layers, by using public keys on the transmission path.
Finally, a recent in-depth review on the security aspects of IoT is provided in [7].

The IoT platform will become a reality due to two main pillars: 6LowPAN [8]
and constrained application protocol (CoAP) [9]. 6lowPAN enables embedded
nodes to use a restricted subset of IPv6 addresses, while CoAP—a software pro-
tocol targeted at small, low-power sensors—allows these devices to offer services
to other machines, enabling resource-efficient implementation. In more detail,
the idea of 6LoWPAN is a combination of IPv6 and IEEE 802.15.4. The most
important difference is the size of the IPv6 packet, so that the Internet Engi-
neering Task Force (IETF) 6LoWPAN working group proposed an adaptation
layer that optimizes IPv6 packets through fragmentation and assemblies to be
supported by the IEEE 802.15.4 link layer.

A 6LoWPAN network consists of one or more LoWPAN networks connected
to the Internet through the edge router, which controls flows incoming and outgo-
ing from the LoWPAN. LoWPAN devices are characterized by their short radio
range, low data rate, low power, and low cost. In a LoWPAN, there are two
types of devices: (1) the full function devices (FFD) and (2) reduced function
devices (RFD) connected to the edge router, responsible for communications
with the Internet. Moreover, the LoWPAN supports two types of topologies:
star topology, in which nodes communicate with one coordinator responsible
for managing communications within the network, and mesh topology, in which
nodes can communicate with each other directly. Within LoWPAN, devices do
not use the IPv6 address or user datagram protocol (UDP) full header to com-
municate; it remains at the edge router to communicate with the outside. Finally,
routing issues in 6LoWPAN are addressed by the IETF-ROLL (Routing over
Low-power and Lossy Network) working group, to seek a proper routing solu-
tion for this kind of network. IETF-ROLL has proposed RPL (routing protocol
for low-power and lossy networks) [10], which has opened a new area of research
and development.

Security issues in 6LoWPAN are analyzed by Rghioui et al. in [11]. 6LoW-
PAN networks can suffer from several attacks on the security level that aim to
cause direct damage to the network or just to spy on the network’s confiden-
tial information. These attacks can be classified into two types: internal attacks
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provided by malicious nodes and external attacks by unauthorized devices.
Moreover, these attacks may be passive, when the main purpose of the attacker is
to spy on the network and capture secret information, or active, when interfering
directly with the network’s performance and causing it to malfunction, such as
denial-of-service (DoS) attacks. In [12], Kasinathan et al. present a DoS detec-
tion architecture for 6LoWPAN, into which they integrate an intrusion detection
system (IDS). Finally, there are several threats, and each layer in the 6LoWPAN
stack can undergo specific attacks, occurring at different layers [11]. Surveys on
the main protocol stacks for IoT are presented by Palattella et al. in [13] and by
Tan and Koo in [14].

17.3 Time-Based Secure Key Generation
and Renewal

The time-based secure key generation approach has the aim of efficiently manag-
ing (and also renewing) the keys of a secure connection, while guaranteeing the
integrity of data transmitted over an insecure channel. The main feature is a local
key synchronization and generation by means of the generation of symmetric
encryption keys at both sides of the communication channel (i.e., at the trans-
mitter and receiver sides). Specifically, the transmitter (receiver) will encrypt
(decrypt) data by means of an encryption (decryption) key extracted from a
shared sequence of keys. Moreover, to enhance the security level of the data
transmission, the selected key will be changed during transmission.

The key change can be planned on a time or an event basis, and obviously,
must be synchronized between the two communication parties. The principle of
time-based secure key generation is schematically depicted in Figure 17.1.

In this approach (see Figure 17.1), the key generation process is an opera-
tion performed independently by each communication party. In fact, unlike any
other key management algorithms, no additional messages are required to be
exchanged to agree about a key, and the only requirement is that the key genera-
tion function should create the same keys for both communication parties based
on the timestamp (TS in Figure 17.1) of the device. The validity of the secure
keys is restricted to a time interval, so that reply attacks based on valid mes-
sages sent using keys generated in past time intervals are discarded. Leveraging
such features, we evince that, as a main advantage of the time-based secure key
generation approach, there is no need for a server to manage secure keys. More-
over, the keys are generated locally on both sides of the communication link
(i.e., transmitter and receiver) and are not shared along the connectivity link. In
Figure 17.1, we have assumed that clocks are locked to a global positioning sys-
tem (GPS) timescale. This could be difficult to achieve for the IoT, since devices
might not be able to receive GPS signals, or they might not be equipped with
GPS. However, as shown in the following section, this principle can be extended
to the considered heterogeneous IoT scenarios.
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Figure 17.1: Principle of time-based secure key generation.

In the following subsections, we present the security access algorithm in the
case of (1) unidirectional and (2) bidirectional data transmissions.

17.3.1 Security access algorithms for unidirectional data
transmissions

Due to their simplicity, unidirectional devices cannot perform any secure pro-
cedure for secure keys exchange with the mediator. The transmitter just sends
a message without any feedback, that is, it fails to receive any signal, and is
equipped with an internal clock, which is assumed not to be accurate. Then, a
generic non-IP unidirectional terminal executes the following steps to send data
to the gateway/mediator in a secure way:

1. It generates the encryption key locally, based on the time measured by a
local clock.

2. It creates the message and encrypts it with the generated key; the message
includes the payload and (possibly) any other data to be used to enhance
security.

3. It computes the hash values using the message text and the generated key
and attaches them to the message.

4. It sends the message to the gateway/mediator.
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Figure 17.2: Format of the message sent by a non-IP terminal to the mediator.

The message includes fields that can be grouped into a plain part and an
encrypted part, as shown in Figure 17.2:

1. Plain part: The timestamp (obtained by the local clock); the plain part
identity (allowing the gateway/mediator to identify it locally for a secu-
rity procedure such as key generation); the hash (for assessing message
integrity; if the hash is calculated using the message texts (see Figure 17.2)
and the generated encryption key, then the hash can also be used to verify
the identity of the transmitter); a security-level parameter, which is present
when several security degrees are allowed at the application level for dif-
ferent types of messages (e.g., simple state data and setting sensor data
can be secured differently).

2. Encrypted part (optional): The encrypted part identity, which could be
used to enhance authentication; the frame counter, which is increased by
one at each frame sent; the payload (used to convey information to the
related application running on the remote server).

When the mediator receives the ciphered message, it can decipher it by gener-
ating the correct decryption key starting from the attached timestamp. In fact,
based on the information provided by the timestamp, the mediator can calculate
or select the key to decrypt the given message; if the temporal difference between
the current time and the timestamp exceeds a predefined threshold, the message
is discarded. Values of consecutive timestamps could also be used by the gate-
way/mediator to estimate the behavior of the clocks of the unidirectional devices
in terms of phase and drift. This could allow the gateway/mediator to follow the
evolution of the device’s clock and then to easily adapt the temporal window in
which the timestamp is considered to be valid. We note that being able to ver-
ify that the received timestamp time series is monotonically increasing enables
replay attacks to be avoided.

The gateway/mediator can organize message reception with all connected
terminals in a receiving table. Each table entry is indexed by the tri-ple field:
<plain identity, timestamp, SLP>. The other fields of each entry con-
tain the key to decrypt the received message. The entry is deleted from the table
when the validity related to the timestamp expires. The security-level parameter
(SLP) can indicate the security algorithm to be used for decryption (e.g., AES
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Table 17.1 Example of the receiving table

Plain ID Timestamp SLP Key

ID 51 dd mm yy, 173545 1 a0a1 . . .an−1
ID 27 dd mm yy, 181011 1 b0b1 . . .bn−1
ID 74 dd mm yy, 174457 2 c0c1 . . .cn−1
. . . . . . . . . . . .

for confidentiality or SHA for integrity) obviously predefined in the installation
phase. The organization allows different parallel communications with a sim-
ple IoT terminal, related, for example, to a periodic sensor detection, a setting
parameter, or a critical detected datum. In Table 17.1, it is reported an example
of the receiving table is reported.

17.3.2 Security access algorithms for bidirectional data
transmissions

For bidirectional terminals (i.e., each device can send and receive packets), the
mediator can periodically broadcast its clock timing in a dedicated message [15],
and its identity in the plain part of the message. Terminals can align their local
clocks to the gateway/mediator terminal, and then generate the security keys in
accordance with the algorithm previously described.

Since devices are close to the gateway/mediator, propagation delays can be
neglected. Furthermore, as for the unidirectional case, the security keys have a
validity time interval sufficiently long to transmit one or more packets and to
absorb possible retransmissions or any other unwanted delay. In this case, even
the key renewal can be performed with a time-based generation algorithm.

Note that each terminal can be served (i.e., being in the coverage area) by
more than one mediator gateway. Thus, the mediator gateway identity is fun-
damental for bidirectional transmissions to distinguish several mediator gate-
ways, which could also have clocks running at (slightly) different times. Thus,
the terminal should insert the mediator gateway identity in the sent message;
otherwise, the message cannot be correctly decrypted due to possible gateway
desynchronization, causing encryption with the wrong key.

Note that the analysis of possible solutions based on public-key cryptogra-
phy is outside the scope of this chapter. As an example, for gateway-to-IoT
device transmissions, the gateway/mediator could broadcast the public key in
the area. IoT devices use this key to encrypt their identity and data and to
communicate with the gateway/mediator. In this case, the only problem to be
solved to guarantee secure reception is preserving the integrity of the transmit-
ted packet. This can be solved by adding a hash to the packet transmitted by the
IoT device.
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17.4 Cognitive Security
Traditional robust static security can be insufficient, especially for wireless com-
munications (lack of fixed infrastructure), meaning constant surveillance and
lack of privacy. Moreover, cooperative wireless protocols are more vulnerable,
and dynamic network conditions do not allow normalcy to be distinguished from
anomaly.

With the explosive deployment of wireless technologies and the rapid evolu-
tion of mobile devices and applications, and then fully distributed control loose
security management, mobile devices are subject to security trade-off. Today,
we need a new approach to providing security, because even adaptive security
is insufficient. This new approach is termed cognitive security [16]. As is well
known, “cognitive” involves conscious intellectual activity, such as knowing and
perceiving, and is based on the possibility of being reduced to empirical fac-
tual knowledge. It follows that cognitive security adds cognition by exploiting
technologies such as machine learning, knowledge representation, and network
control and management, while solving security problems.

Cognitive security authenticates a user through properties, patterns, or knowl-
edge specific to the user that have been continuously learned and updated.

Figure 17.3 shows a principle scheme of cognitive security work applied to
the capillary network. The cognitive engine collects all the received data from
the terminals in the capillary network at the mediator. Possible parameters to be
collected are the transmission–reception time difference of frames for each ter-
minal, the transmission frequencies, the packet lengths, the queue lengths, and
so on. In the case of unidirectional terminals, the timestamp difference related
to received frames provides information about the emission rate of the source,

Data collection
(queue, overall transmission

time measurements)

Data processing for 
calculation of BO and security

time window

Set the new
key validity

time window

Security algorithm
Received message

Repeater

Send new BO values
to CSMA devices

Figure 17.3: Principle scheme of cognitive security work in the capillary network.
BO, backoff time; CSMA, carrier sense multiple access.
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which should be compared with its target emission rate. For bidirectional termi-
nals, their timestamp difference measured at the mediator should be compared
with the set value.

Based on these parameters and on comparison with historical data, a cogni-
tive security-based algorithm should be able to adapt security thresholds to coun-
teract possible intruders/disturbers or terminals that are not correctly working. As
an example, the cognitive security engine can modify the backoff time (BO) of
the same terminals to increase their possibility of accessing shared channel and
transmitted frames. When a traffic anomaly at a certain terminal is detected, the
mediator analyzes the identity, that is, the ID parameter, of this terminal, which
is considered as a potential disturber. If the disturber is declared nontrustworthy
(i.e., secure), the mediator modifies the transmission parameters of terminals of
the capillary network, to increase the bidirectional sent frames, and also noti-
fies the ID disturber about the management entity of the capillary network. On
the contrary, if the anomalous terminal is trustworthy, the mediator notifies the
terminal ID to management entity that the terminal has been compromised.

Thus, possible countermeasures are

� The mediator modifies access parameters to a set of terminals, based on
the information of the application level. Possible access parameters that
can be modified are: (1) the generation rate of the frames; (2) the reduc-
tion of the backoff time to repeat a new access to the channel; (3) the
reduction the measured time to detect the presence of the transmission of
another terminal (e.g., acting on the Short InterFrame Space).

� The terminal can perform packet aggregation to improve its performance.

� The mediator modifies the time validity of the security keys to avoid
replay attacks or clock desynchronization.

Thanks to a collection of data in the capillary network, the mediator is able to
toughen the security in the network by properly modifying some parameters
related to (1) the channel access, (2) the security techniques, or (3) the trans-
mission characteristics of the traffic: in short, by applying the cognitive security
paradigm.

17.5 Conclusions
In this chapter we investigated security aspects related to IoT network access.
Specifically, we distinguished communications from a gateway/mediator to non-
IP uni- and bidirectional IoT devices.

The IoT security issue has been presented by means of a time-based solution
that generates and renews the keys for a secure transaction, for the case of both
uni- and bidirectional non-IP devices. The concept is based on the use of the
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timestamp of the local transmitter (inserted in the plain part of the sent frame) to
determine the key for encryption. Then, it is exploited by the receiver to select the
proper security key for decryption without any key exchange or extra messages
on air. This technique drastically reduces security attacks and greatly simplifies
the device capabilities, which is fundamental for IoT environments.

Finally, the concept of cognitive security is introduced and applied to the
time-based security solution, highlighting the main parameters that could be
monitored and measured by actors (i.e., the mediator in a capillary network)
to enforce and toughen the security in a variegated and variable scenario such as
the IoT.
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The Internet of Things (IoT) is changing the way that people share information
and communicate with their surrounding environment, enabling a constant, and
sometimes unconscious, data exchange between things and people. This situation
demands new security and privacy-preserving solutions to cope with the dynamic
and ubiquitous nature of IoT environments.

Chapter 18 gives an overview of the main security and privacy-enhanced
technologies that are being developed in the scope of the SocIoTal EU project,
such as attribute-based cryptography for secure data sharing, anonymous creden-
tial systems for minimal disclosure of personal data, and access control mecha-
nisms based on capability tokens. These mechanisms are encompassed in a new
IoT security framework, which is based on the Architecture Reference Model
(ARM) and puts strong emphasis on context management as the cornerstone
aspect to drive security decisions. The context can be obtained and inferred by
different device-centric enablers, such as the face-to-face enabler and the indoor
localization enabler.
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18.1 Introduction
Recently, the number of Internet-connected objects and devices has exceeded
the number of humans on Earth, marking the dawn of a new era of the Internet
of Things (IoT). The initial roll out of IoT devices has been fueled primarily
by industrial- and enterprise-centric use cases. There are some end-user applica-
tions and the “quantified-self” has seen significant pick up despite most users not
being aware of the privacy and data-ownership implications. However, the real
exploitation potential for smart services to address the needs of individual citi-
zens, user communities, or society at large is limited at this stage and not obvious
to many people.

Unleashing the full potential of the IoT means going beyond the enterprise-
centric systems and moving toward a citizen-inclusive IoT in which IoT devices
and the information flows provided by people are encouraged. This will allow
the unlocking of a wealth of new citizen-centric IoT information based on which
a new generation of services of high societal value can be built.

The move toward a citizen-inclusive IoT in which citizens provide IoT
devices and contribute information flows are encouraged will have a significant
impact on people and societies in general. A variety of technological socioeco-
nomic barriers will have to be overcome to enable such inclusive IoT solutions.
In particular, the human perception of the IoT is critical for a successful uptake
of the IoT in all areas of society. The perceived level of trust and confidence in
the technology are crucial in forming public opinion on the IoT and as such are
extremely important challenges that have to be addressed. This is a real chal-
lenge with IoT solutions, which are expected to behave seamlessly and act in the
background, invisible to their users.

To ensure large-scale uptake of the IoT in all areas of society, IoT architec-
ture and the protocols of an inclusive IoT ecosystem must be simple and must
provide motivation for every citizen to contribute an increasing number of IoT
devices and information flows in their households and make them available to
their immediate community and to the IoT at large. In addition to the simplicity
in terms of how the system is used and the immediate and clear benefits provided
by the system to each individual user, implementation must be done in such a
way to ensure adequate control and transparency. This is needed to grow confi-
dence and to allow a better understanding of what is happening with the infor-
mation and devices contributed. If transparency and user control are not treated
adequately in such a community- grown IoT system, there is a real danger delete
for and insert that the systems delete to and insert will be perceived with suspi-
cion and mistrust by users, which may result in opposition and refusal of such
technology, thus hindering its widespread deployment.

The SocIoTal[1] project investigates, designs, and provides key enablers for
a reliable, secure, and trusted IoT environment that will enable the creation of a
socially aware citizen-centric IoT. The approach is based on incentivizing and
encouraging people to contribute their IoT devices and information flows on
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one side and to be able to gain from having themselves access to information
provided by other users. SocIoTal will provide the techno-social foundations
to unlock billions of new IoT information streams taking a citizen-centric IoT
approach toward the creation of large-scale IoT solutions of interest to society.
By equipping communities with secure and trusted tools that increase user con-
fidence in the IoT environment, SocIoTal will enable their transition to smart
neighborhoods, communities, and cities.

The goal is to establish an IoT ecosystem that puts trust, user control, and
transparency at its heart in order to gain the confidence of everyday users and
citizens. Providing adequate, socially aware tools and mechanisms that simplify
complexity and lower the barriers of to entry will encourage citizen participation
in the IoT. Since the majority of these barriers are related to security and privacy
concerns, this chapter focuses on the main mechanisms devised in the scope
of SocIoTal to deal with these issues. Namely, the privacy-preserving solution
that allows more flexible secure sharing models, the identity management (IdM)
mechanism that supports minimal disclosure of private information as well as
the access control mechanism. These security and privacy solutions are driven by
the context in order to cope with the pervasive and ubiquitous nature of the IoT.
Thus, this chapter also describes how the context can be provided and inferred by
two of the main enablers addressed in SocIoTal, that is, the enabler and the indoor
localization enabler. The context-aware security solutions are framed in the scope
of a novelty security framework, which is being designed and implemented in the
scope of the project.

18.2 Background and State of the Art
Several European initiatives have defined different architectures in order to
design IoT services and applications under a common view. Typically, these
approaches have been tailored to specific domains addressing a small subset of
requirements regardless of the global nature of the IoT. This was identified as
one of the main barriers to for a broad adoption of the IoT. In this direction,
the EU FP7 IoT-A1 project represents the most remarkable initiative for the cre-
ation of a harmonized vision of the IoT in Europe, by optimizing the interoper-
ability among isolated IoT applications to create a global ecosystem of services
under a common understanding. The main result of IoT-A was the definition
of an ARM [4] for IoT systems, to promote a common understanding at a high
abstraction level, through the description of essential building blocks. The results
from IoT-A promoted the emergence of additional initiatives adopting the ARM
as the starting point of design activities, such as the EU FP7 IoT6 [28] or BUT-
LER [3] projects. However, a common feature of the resulting architectures of

1http://iot-a.eu

http://iot-a.eu
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these efforts is that they are not focused on the definition of suitable security
and privacy mechanisms for IoT scenarios, supporting aspects such as privacy
by design, and data minimization principles.

In this sense, although some non-IoT, related projects such as Daidalos2,
SWIFT3 and Primelife4 have undertaken the application of user-centric, privacy-
preserving IdM schemas, there is a lack of clarity regarding the definition of an
integral architecture that is able to tackle these security and privacy issues for IoT
scenarios. The IoT security framework presented in Section 18.3 is based on the
ARM architecture, extending it with novel mechanisms regarding security and
privacy preserving.

The current security and privacy-preserving solutions need to be adapted to
the envisioned IoT scenarios, allowing more flexible sharing models (beyond
the classic request/response approach), as well as fleeting and dynamic associ-
ations between entities, while preserving privacy. Privacy-enhancing technolo-
gies help to deal with this problem, providing the means to achieve anonymity,
pseudonymity, data minimization and unlikability as well as other techniques to
provide confidentiality and integrity of sensitive data. Individuals should be able
to control which of their personal data are being collected, under which circum-
stances as well as who is collecting such information. At the same time, the IoT
paradigm implies device limitations such us memory, computation, storage, and
energy capacity, which means that usability aspects also need to be taken into
account when designing the security and privacy framework for the IoT.

In this context, the IdM solution adopted in our IoT framework is based on the
usage of partial identities [16] as an identity-preserving mechanism that allows
users to define a subset of their personal attributes, from their real identity, in
order to identify them in a given context. The idea is to avoid using the whole cre-
dential (e.g., the user X.509 certificate) when using a service since probably only
a small set of the credential attributes are really needed. Anonymous credential
systems (such as Idemix [7] or Uprove[21]) allow the user to send cryptographic
proofs, instead of the whole credential, stating that he or she is in possession
of certain attributes or claims. In this kind of anonymous credential system, an
entity firstly obtains the credential from a credential authority (issuer), and then
generates a customized cryptographic proof, which is sent to the other part (e.g.,
a service) with the aim of convincing him or her that he or she is in possession
of the credential. The anonymous credential functionalities are adopted in our
framework as part of the IdM functional group. Users can take advantage of the
usage of partial identities to authenticate themselves against IoT services in order
to access them securely while disclosing, at the same time, the minimum amount
of personal data. Anonymous credentials and partial identities can be applicable

2Daidalos: http://www.ist-daidalos.org/
3SWIFT: http://ist-swift.sit.fraunhofer.de/
4Primelife: http://primelife.ercim.eu/

http://www.ist-daidalos.org/
http://ist-swift.sit.fraunhofer.de/
http://primelife.ercim.eu/
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to the information exchange between the user and an IoT service following either
a synchronous or an asynchronous way.

Additionally, providing confidentiality and integrity to information exchange
is a paramount security issue that also still needs to be addressed in the IoT envi-
ronment. To this aim, the IoT framework should allow the use of different partial
identities according to the context, for each data transaction carried out from the
data producer to the consumer. An attribute base encryption (ABE) [14] mech-
anism can be employed to ensure confidentiality during data exchange. ABE
can rely on anonymous credential systems that one adopted in the IoT frame-
work presented in Section 18.3, to obtain private keys associated with certain
user’s attributes, after demonstrating the possession of such attributes in the par-
tial identity. Then, these private keys can be used by the consumer to decrypt
the information ciphered by the producer, as long as the consumer complies with
the attribute sharing policies. This secure data dissemination approach based on
ABE is presented in Section 18.3.4.

The realization of IoT scenarios imposes significant restrictions on privacy
and access control, since everyday physical objects are being seamlessly inte-
grated into the Internet infrastructure. Current access control mechanisms need
to consider efficient and proper IdM schemes to be able to cope with scenarios
with billions of objects while end-to-end security is preserved. Additionally, IoT
scenarios are intended to manage particularly sensitive data as any information
leakage could seriously damage the user’s privacy. This problem is exacerbated
in the IoT, since any entity connected to the Internet will be able to create new
information and communicate it to any other entity. Traditional access control
approaches solutions were not designed with these aspects in mind and, in most
cases, they are not able to meet the needs of these incipient ecosystems regard-
ing scalability, interoperability, and flexibility. These challenges have attracted
increasing attention from the community and recently several efforts have started
to emerge in this direction. The authors in [27] present an abstraction of the
Usage Control (UCON) model [24] in the IoT. The proposal is based on a trust
management center, which is responsible for updating the trust values of devices
and services in each usage request.

Under the main foundations of ZBAC and SPKI Certificate Theory the [11],
the application of capability-based access control (CapBAC) on IoT scenarios
is considered in [15], which is based on the work carried out in the EU FP7
IoT@Work project. The proposed approach is based on policy decision points
(PDPs) that are queried by services to get authorization decisions. Therefore,
when the subject tries to access the data of a particular resource, such user
attaches the capability token to the access request. Then, the PDP is responsi-
ble for deciding whether the entity is authorized or not. The decision is based on
the received capability and the internal rules defined for such a resource. Cap-
BAC is also considered by [22] for secure access to services. Once the capabil-
ity is verified by the service, a protected session is established for subsequent
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communications. Based on the main foundations of these works, distributed
capability-based access control (DCapBAC) [17] has recently been introduced
as a feasible access control approach for deployment on the IoT, even when
constrained devices are used. DCapBAC allows a distributed approach in which
constrained devices are enabled with authorization logic by adapting the com-
munication technologies and data-interchange format. The access control system
proposed herein and explained in Section 18.3.3 is based on the usage of DCap-
BAC, along additional access control and security features in order to provide a
holistic IoT access control system.

18.3 SocIoTal Security Framework
The SocIoTal security framework is, to a certain extent, a realization of the secu-
rity functional group of the IoT ARM architecture devised within the scope of the
IoT-A EU project. Nonetheless, our IoT security framework, in contrast to ARM,
gives special attention to privacy-preserving mechanisms, as well as secure data
sharing. Thus, the framework includes some other modules beyond the five clas-
sical ones defined in IoT-A. Namely, the framework extends the ARM with a
context manager, as a transversal component that enables the rest of the compo-
nents in the framework to cope with the pervasive and ubiquitous nature of IoT. In
addition, the framework includes a privacy-preserving IdM system that endows
users with the means to achieve anonymity, data minimization, and unlinkability
based on anonymous credential systems. Furthermore, the security framework
introduces a group manager component to deal with more flexible secure shar-
ing models within bubbles of users or smart objects or both. Figure 18.1 shows
the main components of the SocIoTal security framework. As can be seen, it
describes seven main groups, that is, authentication, authorization, identity man-
agement, trust and reputation, context manager, and group manager.

The authentication component enables the authentication of users and smart
objects based on the provided credentials. It allows binding a real identity to a
subject. As a result of the authentication process, an assertion is generated to
be used afterward in the authorization process, to declare that a specific subject
was authenticated successfully. In this sense, the SAML protocol5 is used in
our framework for handling the authentication tokens. Traditional authentication
mechanisms based on, for instance, login-password or electronic IDs have been
addressed and solved even in the emerging IoT paradigm. Our framework also
addresses more sophisticated ways of performing authentication by ensuring, at
the same time, privacy and minimal disclosure of attributes. Thus, this kind of
alternative privacy-preserving way of authentication is handled in the framework
by the IdM component. The IdM system is described in detail in Section 18.3.2.

5SAML: http://docs.oasis-open.org/security/saml/v2.0

http://docs.oasis-open.org/security/saml/v2.0
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The key exchange and management (KEM) component assists peers involved
in a communication in the process of establish the a security context, such as
setting up tunnels for a security communication. It involves cryptographic key
exchange and provides interoperability between peers to reach an agreement
regarding the security functions to use for the communication. Our framework
focuses on the part of the KEM component that deals with the keys management
in the privacy-preserving IdM system as well as the group manager by means of
the CP-ABE ciphering scheme.

The trust and reputation component enables the establishment of a trusted
and reliable IoT environment where users can safely interact with the IoT ser-
vice. There are different situations where trust and reputation scores that are
worked out by the trust and reputation module can be useful in IoT scenarios.
Thus, the trust and reputation component allows other security components of
the framework to take security and privacy decisions according to the quantified
trust scores. The goal of the scores is twofold. On the hand, they can be used to
interact securely within IoT services. Thus, for producers, they allow authoriza-
tion decisions to be taken on sharing data according to trust scores, while they
enable consumers to obtain to obtain data from producers in a reliable way, in
order to obtain data only from those services that satisfy certain trust scores On
the other hand, the scores can be used to manage bubbles (circle of trust) and
share data in the bubble according to the context and trust values. The trust and
reputation component could evaluate the degree of social interaction between
users involved in a bubble, as perceived by the interactions of their devices. The
trust and reputation component usually follows a process with four main opera-
tions:

1. The trust and reputation component continuously gathers information
about the entities in the system in order to obtain behavioral information.
An entity can refer to a user, smart objects, or even communities (or bub-
bles) as a whole. trust and reputation component gathers the information
mainly from the CM component of the framework.

2. After gathering the information, different kinds of algorithms and tech-
niques can be used to compute the trustworthiness of a given entity. com-
putational, energy, and storage restrictions of IoT devices need to be taken
into account. As a result, the trust and reputation component up with a
score about the entity.

3. Based on the scores as well as other useful information that may be
needed, the entity chooses the best entity to interact with or just declines
an interaction.

4. For future interactions, once the communication between the entities is
done, the trust and reputation component updates the score of the target
entity, rewarding or punishing such an interaction.
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The remaining four components of the security framework, that is, con-
text management, identity management, authorization, and group management,
are designed and implemented with innovative security techniques specifically
intended for the IoT, and therefore, they are given more importance in this book
chapter. The following four subsections detail these four security components of
the framework.

18.3.1 Context-driven security and privacy
As shown in Figure 18.1, the role of context is central in the SocIoTal security
framework. The following components will require access to the context man-
ager:

� Identity manager: To create and manage multiple identities associated
with a given user/device and to load and expose them to other devices
and architecture components depending on the device context.

� Authorization manager: To enable capability-based access to the data and
services provide by a user’s devices according to both the provider and
consumer context.

� Group manager: To define and identify groups (e.g., bubbles) according
to the context of the devices and to securely share data among them, by
distributing private keys within specific groups.

� Trust & reputation manager: To compute device reputation scores,
according to the device and user context and to define the trustworthi-
ness level of a given device with respect to another.

Figure 18.2 shows the architecture and the functionalities provided by the
SocIoTal CM. As SocIoTal is dealing with distributed architecture and a mix-
ture of embedded and mobile/static devices, part or all the different modules and
functionalities of the CM could be hosted on the devices, associated gateways,
or cloud/back-end infrastructure or both.

To expose the SocIoTal-generated context to external and third-party compo-
nents and developers, and depending on the considered scenarios and involved
devices, that is, static versus mobile ones, sensor motes instead of mobile smart-
phones, two different mechanisms for context communication have been envi-
sioned:

� Query based: The component that requires the context (context con-
sumer) makes a request in terms of a query, so that the CM, which acts as
a context repository, can use that query to produce the requested results.

� Pub/sub based: In this case, the context consumer subscribes with a CM
by describing its context requirements. The CM acting as a context broker
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Figure 18.2: Context manager architecture.

will then return the results periodically or when an event occurs (thresh-
old violation).

To support such functionalities, the SocIoTal context broker is implemented
based on the FI-WARE Orion context broker [13] module, thus providing the
back-end/cloud functionalities for sharing and accessing SocIoTal context infor-
mation from selected components. According to this, each device producing
context will implement its Context communication module as an NGSI context
provider registered to the back-end SocIoTal context broker. By using standard-
ized interfaces, that is, the NGSI-9 registerContext, a specific context notion can
be registered according to a well-defined model. As soon as a specific context
value is extracted by the context reasoning module, this can be pushed, using the
NGSI-10 update-context method, to the SocIoTal context broker and either dis-
tributed to subscribed modules or stored for further access using a query-based
approach.

It should be noted that the communication with the context broker is subject
to security mechanisms (e.g., authorization and encryption) to ensure that only
trustworthy devices interact with it.
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In order to share context in a simple and highly transferable format, JSON
message to communicate the context notion to interested modules has been
defined according to the OMA context management specification [12], which
defines every context as a particular context entity made of a collection of con-
text elements, each one represented by attributes and metadata. A collection of
attributes, based on the SensorML attributes specification [8], will be used to
define each specific SocIoTal context.

It is the role of the context reasoning module, which, depending on the device
features, can run directly on SocIoTal devices or on more powerful gateways or
cloud/back-end services, and according to the definition provided by the context
modeling, which extracts the required context element based on the different
data stream source provided by the context acquisition module. In the case of
specific SocIoTal context, context reasoning module is implemented by the two
device enablers defined in Section 18.4, namely, the F2F enabler and the indoor
localization enabler. The two enablers allow the specification of the context for
user mobile phone devices in which a new group or bubble can be based on the
indoor position of devices and their users and detect social relations among them.
An example of the extracted and shared SocIoTal context model providing such
information can include the following attributes:

� Location: Providing the position of the device according to specific
indoor localization coordinates.

� Relation: Providing a list (eventually empty) of pseudonyms representing
the ID of devices for which an F2F relation along with its type is detected.

� DateTimeStamp: A temporal reference for when the previous two context
attribute are obtained.

Finally, in order to manage the scarce resources available on envisioned
SocIoTal devices, such as smart cities sensors or to preserve the user experi-
ence of other devices, such as user smartphones, a context prediction module is
envisioned to optimize the operation of context reasoning by leveraging on the
periodicity of observed contexts. This will allow a reduction in reduce the bur-
den of continuously acquiring sensing data and extract in context information.
In case of social relations and indoor positions, it is expected that a periodicity
can be observed in the user behavior while carrying around his or her SocIoTal
device (e.g., mobile smartphone producing and sharing data).

18.3.2 Privacy-preserving identity management
IdM encompasses the technologies and processes that are aimed at controlling
and managing private and secure access to information and resources while at
the same time, protecting the user or smart object profiles. The IdM should pro-
vide the means to storing the information of entities such identifiers, credentials,
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and pseudonyms. It is also responsible for defining, managing, and issuing the
identities and credentials of entities, taking into account that in the IoT environ-
ment an entity can refer to both persons and smart objects.

IdM systems usually provide interfaces to make identity information and
management accessible for both users and administrators. Traditional IdM sys-
tems lack the proper means to deal with privacy preserving and usually do not
provides the means for their users to deal with minimal disclosure of private
information. In traditional IdM systems that use common credentials, the service
provider can usually store all the tokens and users credentials (e.g., X.509 cer-
tificates) that are presented to it. The problem is that the service provider can
then link them together. Thus, users should be given full control over their data
in order to determine which private data are disclosed in which context. The IdM
should provide a proper mechanism to manage their partial identities in a private
way according to the context, that is, providing anonymity and unlinkability.

The IdM component of the security framework is an anonymous credential
system that ensures user privacy and minimal disclosure of personal information
when accessing IoT services. It is based on the Idemix [7] anonymous creden-
tial system, but it is adapted to IoT scenarios. Namely, in order to address the
SocIoTal uses cases, where mobile smartphones are usually employed, the IdM is
firstly implemented to deal with deployments in smartphones based on Android.

Having part of the IdM deployed in end users, smartphones allows the con-
trol and management of personal data in the smartphone, defining partial iden-
tities and describing rules defining the way its personal information is disclosed
according to the context. In this kind of scenario, users could interact directly
with other peers, members of communities, and bubbles to share information
and access each other’s IoT services, so that user devices could act as consumers
and producers of information.

The SocIoTal IdM, unlike traditional IdMs such as Fi-ware [13], addresses
a small set of functionalities, focusing on the authentication process and the
privacy-preserving mechanism that enable users to use different partial identities
to access target devices according to the context. Other IdM functionalities used
in traditional web contexts, such as user profile management and single sign on
(SSO), are left in SocIoTal to open existing solutions, which already successfully
provide those functionalities. The privacy-preserving IdM system of the SocIo-
Tal security framework relies on two main operations, the credential issuance
and the credential presentation processes, which are detailed next.

The credential issuance process is one of the main protocols, along with the
presentation process, that is required in the anonymous credential system. Figure
18.3 shows the main interactions of the credential issuance operation.

1. Firstly, the subject IoT device requests a credential to the issuer entity.
In case it is the first time that the subject asks for a credential (and it
does not present another credential or proof), the issuer must identify the
subject with an out-of-band authentication process or any other bootstrap
electronic authentication.
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Figure 18.3: IdM credential issuance.

2. With the aim of obtaining a credential, the subject needs a credential struc-
ture definition. This credential structure, which defines the attribute struc-
ture of the credential, can be provided by the issuer, or be already known
by the subject. Depending on the implementation, the issuer can also pro-
vide the subject with a issuance policy to indicate which existing creden-
tials the subject must possess in order to be issued with a new credential.
Optionally, in case a credential is based in another existing credential, the
credential structure should describe which attribute will be reused in the
new credential.

3. Once both parties have finished the initialization and share the same cre-
dential definition, the issuer computes a random value called a nonce,
which that is sent to the subject. The subject computes a cryptograph mes-
sage (also known as token), which includes the attributes to be incorpo-
rated into the credential, following the credential structure, and optionally
satisfying the issuance policy. detailed mathematical description of signa-
tures and encryption schemes is omitted since they depend on the under-
lying crypto engine implementation.

4. The issuance message with the token is sent to the issuer. Depending
on the implementation, in case that in Step 2 an Issuance policy were
requested by the Issuer, it verifies that the token satisfies such a policy.
Then, the Issuer creates the cryptographic part of the credential, signing
the attributes with his secret key. It also creates a proof of correctness. The
issuer can save the pseudonym and the context for accountability purposes.

5. The Issuer replies, sending the subject a cryptographic message with the
proof of correctness, and the attributes signature. The subject verifies
receipt of the cryptographic material, generates the credential based on
this message, and stores the credential.
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The presentation process is the main operation provided by the privacy-
preserving IdM system, based on anonymous credentials. Figure 18.4 shows the
presentation process with the interactions between a subject that wants to prove
possession of certain attributes in its partial identity (i.e., in this credential).

1. The subject makes a request to an IoT Service, that is, the Verifier, which
requires the Subject to present certain cryptographic proof of possessing a
credential or certain attributes.

2. The verifier computes a random value called nonce that is sent to the
subject. Based on the actual context, the Identity Selector module of the
Subject makes use of the credential manager to select the best credential
(the partial identity) or pseudonym to be used against the Verifier among
the ones it already has available in its database. Optionally, if supported
by the underlying crypto engine, in case the Subject does know the proof
specification required by the IoT service, the Verifier can send the Subject
a Presentation policy stating which data a user has to reveal to the Verifier
to gain access to the requested IoT service. In other words, the presenta-
tion policy defines which credentials and attributes are required or which
conditions have to be fulfilled by the attributes or both.

3. The Subject (acting as Prover) defines the proof specification from the
selected credential(s) to be used against the Verifier. This proof includes
the nonce, the attributes as well as statements about attributes. Then, the
Prover builds a cryptographic object as proof and sends the proof along
with the specification to the Verifier.

4. The Verifier validates the incoming proof specification using the cryp-
tographic proof. It computes the verifying protocols to check that the
attributes’ statements, and pseudonyms are valid.
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5. The Verifier, depending to the result of the validation, can send an affir-
mative or negative response to the subject. In case of a successful identity
validation, the IoT Service can then redirect the subject to the authoriza-
tion component to make an authorization decision based on authorization
policies.

The Presentation process can be used to authenticate users and smart objects
anonymously with minimal attribute disclosure of private information. When a
subject wants to access an IoT service, and both parties are endowed with the
SocIoTal privacy preserving IdM system, the user can provide proof of credential
following the Credential Presentation process as a means of authentication to
gain access to the IoT service.

18.3.3 Capability-based access control for IoT
DCapBAC has been postulated as a feasible approach to be deployed in IoT sce-
narios [17] even in the presence of devices with tight resource constraints. It
features a lightweight and flexible design that allows the authorization function-
ality to be embedded onto IoT devices, providing the advantages of a distributed
security approach for the IoT in terms of scalability, interoperability, and end-to-
end security. The key element of this approach is the concept of capability, which
was originally introduced by [10] as a “token, ticket, or key that gives the posses-
sor permission to access an entity or object in a computer system.” This token is
usually composed of a set of privileges that are granted to the entity holding the
token. Additionally, the token must be tamperproof and unequivocally identified
in order to be considered in a real environment. Therefore, it is necessary to con-
sider suitable cryptographic mechanisms to be used even on resource-constrained
devices, which enable an end-to-end secure access control mechanism. This con-
cept is applied to IoT environments and extended by defining conditions which
that are locally verified on the constrained device. This feature enhances the flex-
ibility of DCapBAC since any parameter that is read by the smart object could be
used in the authorization process. DCapBAC is based on JavaScript object nota-
tion (JSON) [9] as the representation format for the token, the use of emerging
communication protocols such as the constrained application protocol (CoAP)
[25] and 6LoWPAN, as well as a set of cryptographic optimizations for ellip-
tic curve crytography (ECC). DCapBAC along with a policy-based mechanism
based on XACML [23] is used in SocIoTal an access control system to infer the
access control privileges to be embedded into the capability token.

18.3.3.1 Capability token

The format of the capability token is based on JSON. Compared with more tra-
ditional formats such as XML, JSON is getting more attention from academia
and industry in IoT scenarios, since it is able to provide a simple, lightweight,
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efficient, and expressive data representation, which is suitable for use on con-
strained networks and devices.

Figure 18.1 shows a capability token example that allows a subject device
(Smart Object A) to perform the Get action over the resource position in an
(Smart Object B). The capability token also indicates the target device, which
enforces the authorization decision, to authorize access to the subject device only
in case the trust index about the subject device is over 5. Notice that this feature
requires the target device to have deployed the Trust Manager component of the
framework, in charge of quantifying trustworthiness.

{"id": "Jd93_jZ8Ls5V0qP",
"ii": 1412941013,
"is": "coap://tokenManager.um.es",

"su": "aB4wSICIXC1pm2pkW9YMPQyFudc=CPhYdgOAQwc0YgURwP1q02WSv=",
"de": "coap://smartObjectB.um.es",

"si": "TqZaXuxZ5dmZU6k3PtiWwI3NrjH=7u5By5OHzl0Otq4TmkrZU2JPd=",
"ar": [
{"ac": "GET"

"re": "position"
"co": [{

"t": 5,
"u": trust,

"v": 0.7}]}
"nb": 1412941013,
"na": 1412941456

} Legend: "id"-> identifier "ii"-> issued time "is"->issuer "su"->
subject "de"-> device "si"-> signature "ar"-> accessRights "ac"->

action "re"-> resource "co"-> condition "t"-> type "u"-> unit "v"->
value "nb"-> not before "na"-> not after

Listing 18.1: Trust-aware capability token example.

18.3.3.2 DCapBAC scenario

In a typical DCapBAC scenario, an entity (subject) tries to access the resource
of another entity (target). Usually, a third party (issuer) generates a token for the
subject the specifying which privileges it has. Thus, when the subject attempts
to access a resource hosted in the target, it attaches the token that was generated
by the issuer. Then, the target evaluates the token granting or denying access to
the resource. Therefore, a subject that wishes to access certain information from
a target, needs to send the token together with request. Thus, the target device
that receives such a token can know the privileges (contained in the token) that
the subject has and it can act as a Policy Enforcement Point (PEP). This simpli-
fies the access control mechanism, and it is a relevant feature of IoT scenarios
since complex access control policies are not required to be deployed on end
devices.

The basic operation of DCapBAC is shown in Figure 18.5. The initial step,
the Issuer entity, which could be instantiated by the device owner or another
entity in charge of the smart object, issues a capability token to the Subject to be
able to access such device. Additionally, in order to avoid security breaches, such
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Subject Target

Issuer

2. Make
authorization

decision

4. Request (capability token)

6. Access granted/denied

5. Enforce
authorization

decision

1. Request
capability

token

3. Capability
token

Figure 18.5: Authorization process based on DCapBAC.

token is signed by the Issuer. In the SocIoTal access control system, this process
is based on the use of XACML policies. Therefore, in the case of a “Permit”
decision, a capability token is generated with that specific privilege. In addition,
XACML Obligations can be used to embed contextual conditions to be locally
verified by the target device. Once the Subject has received the capability token,
it attempts to access the device data. For this purpose, a request is generated
(e.g., by using CoAP), in which the token is attached. According to Figure 4,
this request does not have to be read by any intermediate entity. When the Tar-
get receives the access request, the authorization process is carried out. First, the
application checks the validity of the token (i.e., if it has expired) as well as the
rights and conditions to be verified. Then, the Issuer signature is verified with the
corresponding public key. Depending on the specific scenario, this key can be
delivered to smart objects during the commissioning or manufacturing process,
or it can be recovered from a predefined location. Finally, once the authoriza-
tion process has been completed, the Target generates a response based on the
authorization decision.

Additionally, this approach provides support for advanced features, such as
access delegation. In this case, a subject S (acting as a delegator) with a capability
token CT can generate another token CT’ for S’ (acting as a delegated), in which
a subset of the privileges of CT are embedded. Consequently, CT’ can be used by
S’ to get access to a resource in a target smart object. Furthermore, S can grant
the right to S’ for additional delegations. This feature is valuable to address the
dynamic and pervasive nature of IoT scenarios and everyday life. For example,
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elderly people can provide temporary privileges or delegate them to home help
personnel to get access to their homes in case of an emergency situation. In the
case of delegation, it is necessary to sign each new capability token with the
corresponding subset of privileges, in order to allow a full auditability of access
and avoid security breaches.

18.3.4 Secure group data sharing
The realization of scenarios with entities composing dynamic communities
requires the definition of appropriate mechanisms to design a scalable and dis-
tributed security solution for the envisioned use cases. Unlike the current Inter-
net, in such dynamic coalitions, IoT interaction patterns are often based on short
and volatile associations between entities without a previously established trust
link. Providing basic security properties to such data exchange is a paramount
security issue that also needs to be properly addressed by allowing more flex-
ible sharing models (beyond the classic request/response approach), as well as
fleeting and dynamic associations between entities, while the privacy of involved
entities is still preserved.

Because of the usage of resource-constrained devices, symmetric-key Cryp-
tography (SKC) has been widely used on the IoT, requiring that the producer and
the consumer share a specific key. Nevertheless, this approach is not able to pro-
vide a suitable level of scalability and interoperability in a future with billions of
heterogeneous smart objects. These issues are tackled by public key cryptogra-
phy (PKC), but present significantly higher computing and memory requirement
as well as the need to manage the corresponding certificates. A common feature
with SKC is that PKC allows a producer to encrypt information to be accessed
only by a specific consumer. However, given the pervasive, dynamic, and dis-
tributed nature of the IoT, it is necessary to consider different scenarios in which
some information can be shared with a group of consumers or a set of unknown
receivers and, therefore, is not addressable a priori.

In that sense, identity-based encryption (IBE) [6] was designed as an alterna-
tive without certificates for PKC, in which the identity of an entity is not deter-
mined by a public key, but a string. Consequently, it enables more advanced
sharing schemes since a data producer could share data with a set of consumers
whose identity is described by a specific string. In this direction, attribute-based
encryption (ABE) [14] represents the generalization of IBE, in which the identity
of the participants is not represented by a single string, but by a set of attributes
related to their identity. Just as IBE, it does not use certificates, while crypto-
graphic credentials are managed by an entity usually called attribute authority
(AA). In this way, ABE provides a high level of flexibility and expressiveness,
compared with previous schemes. In ABE, a piece of information can be made
accessible to a set of entities whose real, probably unknown identity is based on
a certain set of attributes.
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Based on ABE, in a CP-ABE scheme [5], a ciphertext is encrypted under
a policy of attributes, while keys of participants are associated with sets of
attributes. In this way, a data producer can exert full control over how the infor-
mation is disseminated to other entities, while a consumer’s identity can be intu-
itively reflected by a certain private key. Moreover, to enable the application
of CP-ABE on constrained environments, the scheme could be used in com-
bination with SKC. Thus, a message would be protected with a symmetric key,
which, in turn, would be encrypted with CP-ABE under a specific policy. In
the case of smart objects, which cannot apply CP-ABE directly, the encryption
and decryption functionality could be realized by more powerful devices, such
as trustworthy gateways. In addition, CP-ABE can rely on IdM systems (e.g.,
anonymous credentials systems) to obtain private keys associated with a cer-
tain user’s attributes from a specific AA, after demonstrating the possession of
such attributes in the partial identity. Then, these private keys can be used by
consumers to decrypt data, which is disseminated by producers, as long as the
consumer satisfies the policy that was used to encrypt.

18.3.4.1 Secure data-sharing scenario

The realization of IoT scenarios with entities composing dynamic communities
requires the definition of appropriate mechanisms to design a scalable and dis-
tributed security solution for the envisioned use cases. Unlike the current Inter-
net, in such dynamic coalitions, IoT interaction patterns are often based on short
and volatile associations between entities without a previously established trust
link. Providing basic security properties to such data exchange is a paramount
security issue that also needs to be properly addressed by allowing more flex-
ible sharing models (beyond the classic request/response approach), as well as
fleeting and dynamic associations between entities, while the privacy of involved
entities is still preserved.

Figure 18.6 shows the scenario in which a specific smart object disseminates
information to make it visible only to a specific set of entities. This process is
based on the CP-ABE cryptographic scheme, which is used to allow secure com-
munication between objects belonging to the same bubble. In this case, a Smart
Object A (from Bubble A) tries to get access to data being shared in Bubble B.
It is assumed that smart objects in a Bubble X maintain at least one CP-ABE key
associated with the attribute “bubbleX” that allows them to exchange information
in a secure way. Thus, the Smart Object A needs to obtain a CP-ABE key asso-
ciated with the same attribute in order to access data being shared among objects
of Bubble B.

According to Figure 18.6, each bubble has a group manager, as an entity
responsible for generating CP-ABE keys to allow secure sharing transactions.
Therefore, during an off-line stage, the Smart Object A contacts the group man-
ager from Bubble B to get a CP-ABE key to get access to the information being
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disseminated among smart objects i Bubble B. Likewise for the access control
process, before the key generation process is carried out, the group manager ver-
ifies that the requester smart object is who it claims to be. This process can be
based on traditional authentication mechanisms (e.g., based on login/password
or X.509 certificates). Optionally, anonymous credential systems (e.g., Idemix)
could be used in order to preserve the privacy of the smart object. Once Smart
Object A is successfully authenticated, the group manager generates and delivers
a CP-ABE key, which is associated with the attribute “bubbleB.” In addition, this
key could be associated with other identity attributes that were proved during the
authentication process (e.g., attributes in an Idemix proof), enabling the com-
position of sub-bubbles according to different combinations of identity attribute
values. After Smart Object A has received the corresponding cryptographic key,
during an online stage, it can makes use of it in order to decrypt the information
which is disseminated by smart objects in bubble B

In addition to bubbles or communities, which can be statically defined, given
the pervasive and dynamic nature of the scenarios envisioned by SocIoTal, it is
necessary to consider the application of security mechanisms to cope with the
requirements of the so-called opportunistic bubbles. An opportunistic bubble is
a kind of dynamic sharing group that is not registered as a static community any-
where. Unlike the previous approach, this kind of bubble leverages opportunistic
contact and ad hoc connection among devices, simulating the way that people
communicate in the physical world. Opportunistic bubbles are formed sponta-
neously, particularly based on physical proximity, and using short-range com-
munications technologies without infrastructure. Due to the inherently mobile
nature of smart objects (such as mobile phones), this model has an important
interest to be exploited in the IoT. For example, in a real-life scenario, a user
can create an opportunistic network of mobile phones when he or she goes into
a restaurant to share information with other people who satisfy a specific combi-
nation of identity attributes.

This creation of opportunistic groups of entities is given by the fact that an
entity can encrypt some data using a combination of attributes to make them visi-
ble only to a set of entities whose keys satisfy this combination. Unlike traditional
cryptographic schemes (e.g., based on symmetric group keys), in this approach
there is no need to generate new keys to enable a secure sharing between sub-
groups of entities. Indeed, information can be encrypted under different CP-ABE
policies and decrypted by the same CP-ABE key. In this way, during the sharing
process, any third party is involved, enabling a secure and ad hoc communication
between smart objects.

18.4 Device-Centric Enablers for Privacy and Trust
This section introduces two of the main device-centric enablers that are being
developed in the scope of SocIoTal EU project. On the one hand, the F2F enabler
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allows the measurement of social interactions opportunistically based on off-the-
shelf smartphones. On the other hand, the indoor localization enabler allows the
determination of the position of devices inside buildings by means of magnetic
field measurements. The enablers are the baseline to infer context information
that is used to make security decisions such as quantifying trustworthiness or to
drive the access control process. This section also includes a first evaluation of
each enabler to demonstrate their accuracy and feasibility.

18.4.1 Face-to-face enabler, from context to trust
An F2F enabler is an accurate and reliable system for opportunistically mea-
suring social interactions based on off-the-shelf smartphones, without the need
of any external hardware. First, it consists of a novel, hierarchical machine-
learning-based methodology for estimating the interpersonal distance between
users with only 6 Bluetooth (BT) RSSI samples. It showcases two models for
detecting interaction zones and for inferring if users are within proximity or not.
Second, it incorporates into the social interaction detection process, a method
for computing the relative orientation of a user that allows estimations to be
performed regardless of the on-body wearing position. Third, it introduces a col-
laborative sensing mechanism, allowing devices to exchange sensed information
such as the user’s facing direction and BT RSSI measurements. These compo-
nents are incorporated into a coherent system, enabling accurate and pervasive
sensing of real-world social interactions.

In light of its nature of representing an enabling technology, the SocIoTal
F2F enabler will provide a software component implementing a dedicated IoT
service. It is envisioned that such a service will be deployed on devices that
are part of the SocIoTal platform. Because the information extracted by the F2F
IoT service relates to the user’s personal sphere, it appears clear how mobile
smartphones are the target devices that will benefit from such information, when
participating in the SocIoTal platform. The information provided by the F2F IoT
service will be exploited in different ways, in order that the participation and
information shared by SocIoTal devices are more secure and privacy preserving,
thus satisfying the envisioned platform requirements. More details are provided
in the following sections.

18.4.1.1 From face-to-face to context

As described above, the face-to-face (F2F) F2F enabler will extract informa-
tion about the nature of the social relations incurring occurring among people,
by classifying them accordingly to the users’ orientation and interpersonal dis-
tance. Such information can be used in a number of different ways. First of
all, by extracting the F2F information periodically or according to well-defined
events, a more accurate characterization of the device context can be provided.
Such characterization will allow from one side to better classify the environment
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surrounding a given SocIoTal device (e.g., mobile smartphones) in terms of
discovered surrounding devices and relations with them. As SocIoTal devices,
smartphones are seen in terms of their capability to provide additional IoT ser-
vices, related to the production and consumption of the information generated
by their embedded sensors and users in supporting the creation of citizen-centric
services. The extracted context will then be used from one side to locally decide
which information the device could share, in terms of available IoT services and
according to the devices detected nearby and the nature of the discovered rela-
tions. On the other side, the extracted context information can be used to anno-
tate all the information generated, thus guaranteeing access to it according to
specific authorization policies, globally applied by the SocIoTal authorization
component. For instance, specific information cannot be shared if the originating
device is detected to be in a context in which it is surrounded only by a device in
an intimate relation (i.e., home context).

18.4.1.2 From context to trust

On the other side, the information about F2F relations, generated by each
SocIoTal-enabled smartphone devices, can be used and analyzed to establish
relations about different devices and their users. Such information will be fed
to the SocIoTal trust and reputation manager (T&RM) to allow the computa-
tion of reputation scores for classifying the recurrent social relations occurring
between two given users and their devices. By relying on such information, each
SocIoTal device will be able to create its user social graph, by relying on the type
and frequency of real social encounters. According to the type and frequency of
the relations, different reputations can be associated with different devices and
evolve over time, while new information is acquired. By using the information
extracted by the F2F enabler and consuming it locally, each device will be able
to extract this reputation score and share it accordingly with the T&RM or the
shared context information can be consumed by a dedicated infrastructure mod-
ule to extract and update similar knowledge. According to this, the request for
and sharing of information generated by a given device can be allowed with only
specific other devices that comply with a defined trust and reputation score. For
instance, specific information cannot be shared when asked by device, that never
previously shared an intimate social relation with the considered one (i.e., device
owned by office colleagues).

18.4.1.3 Related IoT service

According to the SocIoTal architecture, the F2F enabler provides IoT ser-
vices, generating and exposing a well-defined type of information, accessible
through specified application programming interfaces (APIs). As above this
was described, the authorization and trust & management blocks consume this
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information. The enabler data available for creation, retrieval, modification, and
deletion are briefly summarized next (see also Figure 18.7).

The F2F interaction detection enabler incorporates two concrete IoT services:

� DirectionData. This IoT service retrieves the facing direction of the users,
that is, the direction of the front part of the user’s torso, inferred by the
walking locomotion of the user. The knowledge of the user’s facing direc-
tion will lead to the computation of the user’s relative orientation. The
relative orientation is one of the key parameters of F2F interaction detec-
tion.

� NearbyDevicesData. This IoT service retrieves information about the
nearby devices of a user, by utilizing a communication mean such as BT
discovery, which acquires data including signal strength, device details,
and so on. Given the data collected, the enabler is capable of estimating
the interpersonal distance of the users, thus inferring the occurrence of a
F2F interaction or not.

These two IoT services convey data to a virtual entity (VE) service for F2F
interaction detection and several other components of the system. The com-
bined information provided by the VE as well as the simple atomic informa-
tion provided by the implemented IoT services can be accessed either directly
(using dedicated APIs) or redistributed in the form of context information shared
through the CM.

18.4.1.4 Interfaces with authorization, trust and reputation
management blocks

The F2F enabler will extract information about social relations with surrounding
devices. Such information can provide contextual information to be used by the
trust manager to verify the trustworthiness of a subject Device B with respect to
the considered Device A. This information will be used when services (e.g., data
sharing) are requested to Device A. In addition this information can be used to
verify rules requested by the authorization manager, that is, based on the device-
detected context (e.g., the device is in a public environment, surrounded by many
untrusted [non]SocIoTal devices).

The context information that needs to be extracted (e.g., using the context
inference module) and shared (e.g., using the context communication module)
can be modeled as shown in Figure 18.8.

The F2F enabler is able to recognize ongoing real-world interactions. Further,
by inferring the interaction zone in which the social interaction is taking place,
it is able to estimate the social relationship among people. Information about the
entities involved in the social relation is provided using the pseudonyms associ-
ated with corresponding SocIoTal devices and annotated with information about
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the type of relation (e.g., personal, social, or public) and the location where it is
taking place.

Two ways are envisioned in the SocIoTal architecture to allow access to ser-
vices, such as data sharing, provided by SocIoTal devices. In both cases, privacy-
preserving data access is regulated according to the type and number of detected
social relations with target and other surrounding devices. In the first way, ser-
vices can be accessed directly with a peer-to-peer (P2P) communication among
devices. However, this functionality is not exposed to components outside the
F2F enabler. These IoT services constitute the internal functionality required for
the correct F2F interaction detection inference. In the second way, services are
accessed through a centralized architecture, making use of the SocIoTal context
broker. In this situation, the IoT service provides information about an occur-
rence of an F2F interaction and contextual data about the particular inference.

Figure 18.9 shows how the information provided by the F2F enabler and
exposed as an IoT service running on a mobile phone is generated and integrated
with other SocIoTal components. When two SocIoTal devices, namely A and
B, come into proximity, their type of F2F relation is measured by making use of
their BT radio and other mobile sensors to estimate the distance and facing direc-
tion of the devices. The extracted raw information is fed to the context inference
module and knowledge about social relations is extracted according to a defined
SocIoTal context model (Figure 18.8). Such information can be shared with
direct communication among the involved devices, for real-time and decentral-
ized operations, but it is also shared with other central SocIoTal components for
remote access and use. By making use of the provided NSGI-9 (e.g., registerCon-
text) interface, sharing of the extracted context is pushed by the context commu-
nication module on the device through the centralized SocIoTal context broker.

The shared social relationship estimation is accessed by the central trust &
reputation manager to infer the trust relationship among people and compute the
reputation score. The trustworthiness of a device/user with respect to another can
be initially considered as a weighted average (between 0 and 1) of the number
and type of observed relations between two well-defined devices. As an example,
personal relations can be weighted as 0.5, while social can weight as 0.3 and pub-
lic as 0.2. Two given device/user couples tend to trust each other if the number of
personal relations they experience is higher. This allows a social graph derived
from real social relations to build, which can be used alone or in conjunction with
existing ones (e.g., Facebook, Twitter, LinkedIn) to assess the degree of relations
between two different devices/users. On the other hand, by combining all the
social relations incurred by a device, a reputation score can also be built. The
reputation score can be a weighted average (between 0 and 1) of all the numbers
and types of relations observed by a given device, including also relations with
(non)SocIoTal devices. As an example, personal relations can be weighted as
0.3, while social can weight as 0.2, public as 0.1, and those with (non)SocIoTal
devices can be averaged as 0.4. By doing so, devices that tend to be in contact
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with many (non)SocIoTal devices receive a lower reputation scores as they can
be in situation where they are exposed to more security threats. When a change
in the reputation score is detected, such information is pushed back to the context
broker using the NSGI-10 updateContext interface and accessed from interested
components that can subscribe to the broker by using the provided NSGI-10 sub-
scribeContext interface.

Similarly, the same information can be locally accessed by the on device
trust manager to internally compute reputation scores thus avoiding sharing any
information with external components and preserving privacy. In addition, the on
device trust manager can request reputation score of a given device (e.g., Device
B) the requiring access to device-provided services (e.g., data sharing) through
the context broker and the central trust & reputation manager and use it to verify
the suitability of the device to access the required functionalities.

Additionally, the F2F enabler information generated by Device A is com-
municated to the authorization component through the SocIoTal context broker.
The provided information is used to define the context surrounding the device,
in terms of devices and observed relations. Such information is used by the
authorization component to apply various rules about the services Device B
(which eventually was previously in contact with Device A) can request and
access onto Device A. Such information can be used alone or together with
the one provided by the trust & reputation manager in order to issue a capa-
bility token. Such token is provided to Device B using the context broker or
dedicated direct interfaces and presented to device A, which verifies it using its
on device authorization manager before granting access or not to the required
services.

While this approach assumes that data are consumed by directly accessing the
intended devices that provide the data, in case the shared information is accessed
through the context broker, the F2F context information is used as an attribute to
annotate any sensing data provided by a given device, and access to the context
broker from requesting Device B should be regulated by the centralized autho-
rization manager in the same way.

18.4.1.5 Initial evaluation of the F2F enabler

A real-world experiment serves the purpose of evaluating and proving the via-
bility and robustness of the F2F enabler for the real-time detection of social
interactions. We also benchmarked against accurate active radiofrequency iden-
tification (RFID) approach [26], to understand if similar accuracy could be
achieved. It should be noted that the whole interaction detection process is per-
formed online on users’ devices.

For this set of experiments, eight participants were recruited. All partici-
pants were PhD students between 25 and 30 years old. The experiments took
place in an indoor typically, furnished office room. We performed three sets of
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experiments. In each set, five random participants interacted with each other.
Each participant was given a mobile device (HTC One S), which had a deployed
SocIoTal application and an active RFID tag from [26]. Further, the ground truth
was established by a human observer, as the number of participants was not too
large.

The participants placed the mobile device in one of their trousers pocket
(user’s choice) with arbitrary orientation and walked for a few seconds (unspec-
ified directions) until uDirect [19] converged. The participants then entered the
office room for the experiment. An RFID tag was also attached to participants’
chest. An RFID reader was deployed in the room and connected to a laptop to
log RFID tag–detected interactions.

Through our empirical evaluations, we collected 756 social interaction infer-
ences from the F2F enabler and 40,000 from the RFID [26]. Table 18.1 sum-
marises the results of the experiments. The RFID-based technique only provides
detected interactions and does not give any evidence about undetected interac-
tions. Our initial evaluation confirms that our prototype system has been able to
correctly identify 81.4% of interactions with only six RSSI samples. Benefiting
from collaborative sensing, the F2F enabler acquires RSSI samples faster than
smartphone-based, state-of-the-art solutions. This implies that the F2F enabler
detects even short-term interactions that were hidden from previous solutions,
with a reasonable accuracy.

Wearable techniques such as RFID provide more frequent estimations, which
in turn improve the granularity of the data. One notable observation from our
experiments was the role of the facing direction in reducing false-positive errors.
Table 18.1 also confirms that the ratio between false positives and true pos-
itives in our approach was considerably less than that of the RFID solution
(more than 9%). However, our approach shows an increase in the number of
false-negative errors. Overall, it can be inferred from these observations that our
proposed solution has a more conservative approach than the RFID-based solu-
tion. The inference is made with more concrete evidence, that is, both matched
the facing direction and proximity, resulting in more false negatives and less
false-positive errors. In contrast, the RFID-based approach shows more liberal
decision-making on the identification of the interactions, which has resulted in
more false positives.

Table 18.1 Overall accuracy for social interaction
detection

F2F Enabler RFID Approach [26]

Positive Negative Positive Negative

Positive 117 47 25,950 —
Negative 93 499 12,846 —
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18.4.1.6 The F2F enabler as a tool

As described in Section 18.4.1.3, the F2F enabler will implement an IoT service
suitable for smartphones that will extract the type of social relations incurred by
the device with other enabled SocIoTal devices. Such an enabler will be imple-
mented as a black box and provided as a framework that can be either accessed
through a software development kit (SDK) implementing APIs in order to extend
other applications and integrate other components. In a simpler way, the informa-
tion generated will initially be exposed and made available to other infrastructure
components and developers through the SocIoTal context broker, thus simplify-
ing and standardizing integration. The information about F2F relations, gener-
ated by each enabled smartphone device, can be used and analyzed to establish
relations about different devices and their users. Such information will be fed
to the trust manager component of the framework to allow computation of the
reputation score for classifying the recurrent social relation incurring between
two given users and their devices. By relying on such information, each SocIo-
Tal device will be able to create its user social graph, by relying on the type and
frequency of real social encounters.

18.4.2 Indoor localization enabler: from context to
access control

This section presents a novel approach for indoor localization based on the mag-
netometers that are integrated in common smartphones. Unlike most of current
phone-based proposals for localization [18], our system does not rely on an addi-
tional support infrastructure. Our solution only requires a personal smartphone
that is able to sense the magnetic field available inside buildings. During the first
stage of our system, we generate maps containing the magnetic field profile of
the building where the localization problem needs to be solved. This represents
the off-line training phase of the system. Then, during the online phase, users
provide the system with the measurements of the magnetic field vectors sensed
by their phone, and using these measurements, our system is able to provide
accurate localization data of such users. We evaluate the proposed mechanism
based on data samples collected and compare the performance with other exist-
ing phone solutions such as Wi-Fi.

18.4.2.1 From context to access control

The location data obtained from the indoor localization enabler are used to
provide distributed access control to smart objects. This access control mech-
anism is built on top of distributed CapBAC [17]. This system makes use of
an in-application programming (IAP)-based communications architecture with
emerging protocols, which have been designed for constrained environments,
such as 6LoWPAN or the CoAP.
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The basic operation of our access control mechanism is as follows. As an
initial step, the issuer entity of the system, which could be the device’s owner
or manager, issues a capability token to the subject granting permissions on the
device. Furthermore, such issuer signs this token to prevent security breaches.
Once the subject has received the capability token, he or she tries to make use
of the smart object. To do this, when he or she is close to the geographical area
of the target device, he or she generates a request including the magnetic field
values and the capability token. In addition, this request must be signed in order
to get access to the smart object. For this purpose, the CoAP request format has
been extended with three headers: the capability, the signature, and the magnetic
field vector.

The first task to be performed by the authorization engine is an assessment of
whether the subject is inside the same building’s zone where the smart object is
placed. We base our assessment on the magnetic field characterization associated
with the landmark identified in such a zone. Such landmarks’ centroid is repre-
sented through mean and deviation values associated with each magnetic field
feature. Deviation is the parameter that indicates the zone’s extension covered by
each landmark in terms of the magnetic field.

Therefore, given a device located in a building’s zone where the magnetic
field landmark lj with centroid Cj has been identified, the required device must
assess if the distance between the mean values of the landmark centroid and the
vector of the magnetic field features extracted from the measurements sent by
the user, is smaller than the deviation associated with such landmark’s centroid.
If it is smaller, this means that the subject is inside the same building zone as
the device. Otherwise, the authorization process is aborted and the service is
denied. If the previous requirement is satisfied, the second evaluation task is
carried out. It consists of evaluating the capability token, which is attached to
the access request. In the case that the capability token is successfully evaluated,
the last task involved in our authorization engine is launched. During this step,
it is evaluated if the subject is inside the security zone defined for the required
service (which can be denoted as SZ). For this evaluation, it is necessary to first
estimate the subject’s position by using the radial basis function (RBF) defined
for the associated landmark. Once the subject’s location is estimated, Zk, the
distance between the subject and the device is calculated, and then, it is evaluated
if such a distance is smaller than SZ. For this last evaluation, the mean accuracy
value (z) associated with the RBF utilized is considered to estimate the subject’s
position.

A similar approach can be considered for other security mechanisms, such
as for trust and reputation computation. Furthermore, this indoor localization
mechanism is able to provide different levels of accuracy in its data, depending
on the granularity of the clustering applied during its off-line phase. In this way,
different levels of computational cost and time consumption can be considered
according to the final requirements of the security mechanism implemented.
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18.4.2.2 Related IoT service: Indoor localization

From an architectural point of view, Figure 18.10 shows the functional view for
the indoor location enabler. A description of this view follows.

The magnetic device sensor pushes data to the MagneticMeasurement IoT
service. Here, the following security consideration should be taken the device
makes a push operation over an IoT service. The data are pushed into the indoor
location detection VE service, which calculates the indoor location of Device A.
(Notice that this VE Service may be placed in Device B different from where the
MagnecticMeasurement IoT service is placed.) In the case where two devices
are involved, the following security consideration should be taken: the IoT ser-
vice tries to access a VE Service in the same way that a user or an application
tries to access a service. The quantified location is sent back to Device A, and
the VE service updates the location position in the IoT LocationPosition service.
In the case where two devices are involved, the following security consideration
should be taken: the VE service tries to access an IoT service in the same way
that a user or application tries to access a service. Afterward, the indoor local-
ization service can be used in different scenarios to feed the CM component of
the framework and then make security decisions according to the localization
context.

18.4.2.3 Interfaces with identity, trust and reputation
management blocks

The main interaction of the localization enabler is within the CM component of
the SocIoTal security framework. The indoor location enabler feeds the CM with
the obtained localization information. From a security perspective, the localiza-
tion data obtained from the enabler are then delivered to the CM. Then, the con-
text is used mainly by the authorization component of the framework to make
authorization decisions accordingly.

The role of the CM within the SocIoTal security framework is to provide
the context notion to the different architecture modules in order to support their
activities. The device context manager supports NGSI standard compliance and
deals with the local context and is able to obtain context from the global context
broker. The localization service can interact with the CM by means of the NGSI
interface.

The context can be managed globally in the back end and locally in devices
or gateways. SocIoTal security components are able to make security decisions
taking into account their local context along with the context coming from the
back end. The CM can publish raw context events (e.g., coming from the sensor)
or elaborated events (as a result of the events processed by the CM engine) to
the back end context broker. The context broker is usually placed in the cloud
or in a data center in order to maintain and process context events coming from
different devices. In addition to published events, the CM can also accept events
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Figure 18.11: Context manager main interactions with security components.

from any NGSI compliant event producer. Thus, the devices could be notified by
the context broker with new context events needed to take security decisions.

Different security components, namely, the IdM, authorization component,
group manager, and the trust and reputation can be subscribed to the context
engine and take security decisions depending on the inference of the rules defined
in the CM inference engine. Thus, each time a rule is activated, the security
components can be notified with the consequent information derived in the rule.
Figure 18.11 shows the way the different security components of the security
framework can access the CM to make security decisions accordingly.

The device CM can be registered as an NGSI context provider in the ensure
hyphenated back-end IoT context broker, which can be done by calling the
NGSI-9 registerContext operation. After context registration, the CM can send
events by calling the NGSI-10 updateContext method of the NGSI interface in
the back end. The context broker acts as an event consumer.

Additionally, the device CM can be subscribed to receive context from the
IoT context broker. It should be noted that the communication with the context
broker could be subject to security mechanisms to ensure that only trustworthy
devices interact with it. Thus, the device can take security decisions locally based
on the context when necessary. In this case, the context broker acts as a context
provider. The main security components can access the inferred context data in
the local context engine.

The authorization functional component of the SocIoTal security framework
is based on a combination of access control models and techniques. To accom-
plish the main features of the proposed system, contextual information is a key
aspect to be considered when making access control decisions. According to the
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Figure 18.12: SocIoTal context-aware access control.

SocIoTal access control system, a subject entity gets a capability token in order
to obtain access data from a target device. This token is usually generated by an
issuer entity, which makes access control decisions that are embedded into the
token. Therefore, when the subject entity tries to get access to a resource being
hosted in a target entity, it provides the capability token previously obtained.
Such a token can contain contextual restrictions to be locally verified when the
token is evaluated by the target device. At that moment, the target device can
use contextual information from its local CM, as well as other data stemming
from the IoT context broker deployed in the back end. This process is shown in
Figure 18.12, in which context information from the CM is used by the target
device when verifying the capability token.

18.4.2.4 The indoor location enabler as a tool

The magnetic field localization enabler will implement the indoor localiza-
tion service. This service, as described at the beginning of Section 18.5, is
able to determine the location of a subject device analyzing the magnetic
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field measurements. The service can be accessible by any device connected to
the Internet. Additionally, the localization measurements will be exposed and
make them made available to the context broker, which will make localization
even more accessible for other infrastructure components. Additionally, to sim-
plify the integration process and deal with the indoor localization access con-
trol scenario, an android app will be implemented to enable smartphones to
access the indoor localization service to obtain the location of the device being
analyzed.

18.4.2.5 Initial evaluation of the indoor localization enabler

In order to evaluate our indoor localization mechanism, firstly it is necessary to
choose the optimum parameters from the design of the different techniques that
compound the mechanism. For this, in the target building where the localization
problem needs to be solved, it is necessary to collect data about the magnetic
field distribution throughout the building space of interest. Using the data col-
lected, an optimum configuration for each technique involved can be obtained
after an analysis of the results of localization errors. Therefore, in this section,
we describe the experiments carried out in the Computer Science Faculty of the
University of Murcia to get the optimum parameters to implement the localiza-
tion mechanism proposed as well as validation of the mechanism with 10-fold
cross- validation over the training data set.

We have developed a sensing application on an Android that has been
deployed in a HTC One smartphone. This phone is equipped with a Hall-effect
geomagnetic sensor3 in three axes. The sensor implements a dynamic offset esti-
mation (DOE) algorithm to automatically compensate for the magnetic offset
fluctuations, thereby making it more resilient to magnetic field variations within
the device [56]. In addition, the effect of high frequency, ambient noise is miti-
gated by averaging the measurements prior to phone calibration. Our application
is able to gather magnetometer signals with a frequency of 25 Hz and record
them into a database allocated in an external platform (in Dropbox in our case).

Ten subjects were selected from the Information and Communications Engi-
neering Department of the University of Murcia to perform the experiments for
which the data were collected. In this way, the data collected cover different
user paths inside the building at the same moment of a day and on different
days. In the University of Murcia there is no ethics requirement for experiments
with humans, but the experiments performed respected every aspect related to
the privacy and confidentiality of the participants. During the data collection, the
subjects were asked to walk on predefined trajectories along the first floor of the
Computer Science Faculty. The participants walked along these baseline trajec-
tories while carrying their phones in their hand and in a fixed orientation with
respect to a reference system of coordinates. All participants carried their phone
in the same position, considering the same phone orientation.
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Since data collection was performed on different days and at different
moments during the same day, variability in the context conditions was included
in our base data sets. Therefore, the size of the final data set considered for test-
ing was 1065 measurements. Then, using this data set, the data processing tech-
niques presented in Section 6.2.2 were analyzed considering different values for
their implementation in MatlabTM.

To provide a detailed analysis of the results achieved by our localization
mechanism, we focus on the localization results obtained for the first floor of
the Computer Science Faculty depicted in Figure 18.3. The magnetic field distri-
bution along this floor does not present high variability compared with the zones
where the lifts are located. Therefore, the location results achieved in this floor
cover the cases of buildings where there is not the best contextual conditions
to apply a localization solution following the approach of using the magnetic
field sensed inside. As a result of the off-line training phase of our localization
system, a two-dimensional (2-D) map containing the magnetic field features of
the building and the RBFs was obtained. This map was associated with a pre-
defined phone orientation and the position in which the participants carried their
phone.

By considering the map of the building containing the magnetic field pro-
file resulting from the training phase, the classification mechanism charged with

Figure 18.13: Magnetic field landmarks identified in a corridor.
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assigning to each new measurement the zone where it belongs was evaluated.
Firstly, we obtained the mean and deviation values of the accuracy achieved by
each RBF implemented for estimating the user position. Table 18.2 shows the
results. As can be seen, it is possible to achieve very accurate localization results,
with a mean value of 3.9 m and deviation of 2.7 m. However, note that the number
of different sources of magnetic field perturbation in the scenario under analysis
is not high, which is related to the main drawback of the solutions that follow the
approach of using magnetic field measurements for indoor localization.

To validate the results achieved by our mechanism, we take as reference
the most similar work presented in the literature [20]. In this work, the nearest
neighbor (NN) algorithm [2] considering Manhattan distance is used for esti-
mating user positions, that is, as a regression technique. We compare the results
obtained considering such a regression technique with the results associated with
our proposal, in which we use RBFs as the regression mechanism. As in our
approach, the authors also propose using the three elements of the magnetic field
measurements sensed inside the building to solve the indoor localization prob-
lem. Now we focus on the localization results obtained for the corridor depicted
in Figure 18.13. This corridor presents a high human activity level due to the
numerous laboratories allocated there. Besides, it is one of the longer zones of
the floor selected for the tests (28 m).

Based on our data set of the magnetic field sensed in this corridor, we apply
the NN technique to estimate user positions once the building zone where the
user is located is known. We present the results of this comparison in terms of
accuracy. As a result, the RBF achieves a mean accuracy of 3.9 m, whereas a
value of 5.7 m is achieved by NN. Therefore, our approach applying RBFs to
solve localization estimates improves on the results provided by related studies.

Based on the assessments of the proposed indoor localization system, we
conclude that the magnetic field measured by the magnetometers integrated in
smartphones represents a feasible and accurate solution for solving localization

Table 18.2 Accuracy in location
estimation and accuracy deviation

Accuracy in location
estimation (m)

Accuracy
deviation (m)

5.3 4.0
1.5 1.2
0.4 0.2
5.5 3.3
4.1 3.0
3.8 4.3
2.1 1.5
2.1 2.1
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problems in buildings containing perturbation sources of the earth’s magnetic
field, such as lifts, electronic devices, machines, and so forth. Of note is the fact
that the reference building that was used for testing presents a medium level
of magnetic field perturbation, so that the results provided in this context are
applicable to similar types of building. Furthermore, the mechanism proposed
to generate magnetic field profile maps, the classifier design, and the estimation
process is totally reproducible for any building.

18.5 Conclusion
This chapter has introduced the IoT security framework based on the ARM that
has been designed in the scope of the SocIoTal EU project. The framework
extends the original ARM security functional group, putting strong emphasis
on security and privacy concerns in order to cope with more dynamic sharing
models required by the pervasive IoT scenarios.

The chapter has shown the main security and privacy-preserving solutions
that are being designed and implemented in the scope of the SocIoTal project.
Namely, the secure group data-sharing solution that allows more flexible sharing
models, the IdM mechanism that supports minimal disclosure of private infor-
mation as well as the access control mechanism based on capability tokens.

Moreover, this work has provided an overview about how context informa-
tion can be used by the security components of the framework with the aim of
developing adaptive security mechanisms for the IoT. In this sense, two of the
main context enablers of SocIoTal, that is, the F2F enabler and the indoor local-
ization enabler, have been described and evaluated showing how they can be used
as baseline to drive the security behavior within the framework.
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Abstract
Informed consent is an essential element of data protection for information and
communication technology (ICT) systems as the consent of a data subject (e.g.,
the citizen) is often necessary for a third party to legitimately process personal
data. To provide informed consent regarding the use of personal data, the citizen
must have a clear understanding of how his/her personal data will be used by
ICT applications. This may not be an easy task, especially for a citizen with a
limited understanding of the complexities of ICT systems, as End User License
Agreements (EULAs) are often either too complex or too generic to be easily
understood. This issue is likely to become more critical in the Internet of Things
(IoT) where the collection of personal data can happen in various ways, which
are often not evident to the user. There is a need to define new models of informed
consent that (a) address the different capabilities and features of the user of IoT
systems and applications and (b) make the provision of informed consent easier.
In this chapter, we describe an approach to informed consent founded on a policy-
based framework whereby policies that are more suited to the complexities of
IoT and that can be refined on the basis of the specific features of the user or
categories of users can be used to implement EULAs or more sophisticated forms
of informed consent.

19.1 Introduction
The term informed consent originates in the medical community and describes
the process for obtaining permission from a patient to perform a medical proce-
dure on the basis that he/she has been fully informed about the benefits and risks
of the procedure, and has agreed to the procedure being undertaken. Informed
consent may only be given by patients who have adequate reasoning faculties
and are aware and in possession of all relevant facts at the time the informed
consent is given.

The informed consent process has now been adopted to regulate the interac-
tions of citizens within the digital world. From a legal perspective, the notion
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of informed consent is essential for the data protection of information and
communication technology (ICT) systems as the consent of a data subject
(e.g., the citizen) is often necessary for a third party to legitimately process per-
sonal data. Within the European Union, the data protection directive [1], which
defines conditions under which personal data can be processed, specifies that
the consent must be “freely given, specific and informed” and “unambiguous.”
The foreseen evolution of this regulation [2] further strengthens this definition of
consent by narrowing it to “explicit, clear affirmative action,” thus excluding the
possibility of implicit content.

To provide informed consent regarding the use of personal data, the citizen
must have a clear understanding on how his/her personal data will be used by
the ICT systems and applications. This may not be an easy task, especially for
a citizen with a limited understanding of the complexities of ICT. On the other
hand, informed consent must be collected before ICT applications can be used.
This has led to the development of End User License Agreements (EULAs),
which are often too complex or too generic for most users of ICT applications.
The complexity and length (e.g., often tens of pages) of current instances of
EULAs has developed a consent fatigue, whereby most users accept the licensing
agreement by default, often without reading it [3]. The generic nature of EULAs
is evident in the fact that they are often the same for all users regardless of the
user’s role or proficiency in the use of the ICT application.

These issues notwithstanding, EULAs are generally used because there are
no widely available alternatives. For the user then, the choice is between (a) not
having access to the ICT application or (b) having some potential risks to his/her
privacy in a distant and vague future. In recent times, point (b) has become less
vague and more menacing as private photos and information are now routinely
distributed to the public.

In addition, EULAs are often static artifacts and are not related to a specific
context or domain. For example, in many cases the EULA is the same regardless
of whether the ICT application is used for personal or business reasons. More-
over, EULAs are often not changed by the ICT application developers, even if
the usage of personal data may change due to technology trends (e.g., cloud com-
puting), or interaction with other applications.

There is a need for a more sophisticated tool for informed consent, which
would provide the following features at a minimum:

1. Support different types of users across the full spectrum of users in the
digital divide (i.e., from the most ICT literate to the least) and/or support
different user roles.

2. Be customizable so that the user can change settings if he/she wishes
to within preestablished parameters, as defined by the regulations or the
application developer.

3. Support different type of contexts or changes in the environment.
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Beyond the ICT domain, the issue of providing a tool for “informed con-
sent” with these features is further complicated by the evolution of the IoT.
The definition of EULAs for end users may be further complicated by the lim-
ited processing capabilities of IoT devices, the distributed nature of the IoT, and
the integration of the digital with the real world. The numbers of potential data
operations in a fully deployed IoT make the adoption of EULA less practical. In
addition, the nature of the informed consent required would vary depending on
the data provided by the IoT device and the related data flow.

In other words, IoT device manufacturers should provide more decentralized
control over the processing of personal data in the new data-driven environment
IoT so that users could gain a better understanding of what data of theirs is col-
lected and how it is used. This should be reflected in the definition of a new
approach to providing informed consent in the IoT.

In this chapter, we propose a new approach and the related tools to support the
features and challenges identified earlier. The approach is based on the definition,
deployment, and adoption of policies through a policy-based framework.

The policies consist of authorizations and obligations specified as Event-
Condition-Action (ECA) enforcement rules. These rules use as a reference a set
of interrelated design models representing different aspects of the IoT system
and the related data flows.

The policy framework consists of a collection of metamodels for the specifi-
cation of a computer system structure, information, behavior, context, identities,
organizational roles, and security rules. The policy framework adopts a generic
design language to represent the architecture of a distributed system across appli-
cation domains and levels of abstraction, including the refinement of relations
inspired in the Interaction System Design Language (ISDL) [4].

As described in the rest of the chapter, sets of policies can be used to define
profiles for informed consent. The policy framework provides the flexibility to
adapt the informed consent definition for different types of users and different
types of IoT contexts or conditions.

This chapter is organized as follows: Section 19.2 provides an analysis of the
issues and challenges in implementing an effective informed consent process in
the Internet of Things. Section 19.3 provides an overview of the current results
from the research domain on the potential approaches for Informed Consent with
a specific focus on the IoT. Section 19.4 describes the design of the informed
consent based on the policy-based framework. The system describes the generic
framework and how it can be applied to provide informed consent in the IoT
systems and devices. Finally, Section 19.5 concludes the book.

19.2 Problems Defining Informed Consent
in the Internet of Things

Informed consent is a term which originates in the medical research community
and describes the process by which a person—such as a patient or a participant



A Policy-Based Approach for Informed Consent in Internet of Things � 525

in a research study—has been fully informed about the benefits and risks of a
medical procedure and has agreed on the medical procedure being undertaken
on them. Informed consent should be given based on a clear appreciation and
understanding of the facts, implications, and future consequences of the action
of providing the consent. In order to give informed consent, the individual con-
cerned must have adequate capabilities and be in possession of all relevant infor-
mation at the time that the informed consent is given.

From a legal perspective, the notion of consent is essential in data protection
as the consent of a data subject is often necessary for a third party to legitimately
process personal data. Within the European Union, the data protection direc-
tive [3], which defines conditions under which personal data can be processed,
specifies that the consent must be “freely given, specific and informed” and
“unambiguous.” The foreseen evolution of this regulation [4] further strengthens
this definition of consent by narrowing it to “explicit, clear affirmative action”
excluding the possibility of implicit content.

In Europe, the Article 29 Working Party issued an opinion on privacy issues
with regard to mobile applications [5], which could also be extended to the future
development of the IoT. The Working Party provided specific suggestions to the
industry players (e.g., application developers, application stores, application and
service providers, manufacturers of mobile devices). The suggestions included
the provision of tools for free, specific, informed consent, a “readable, under-
standable and easily accessible” privacy policy. The Article 29 Working Party
emphasized that the notice should be provided “at the point in time when it mat-
ters to consumers, just prior to the collection of such information by applications.”
It required that the initial notice contain the minimum information required by
the EU legal framework, and that further information be made available through
links to the whole privacy policy. The Working Party also defined the minimum
information that should be included: (a) identity and contact details (b) precise
categories of data to be processed by the application which requires the informed
consent (c) information as to whether the data would be disclosed to third parties,
and (d) the rights of users in terms of withdrawal of consent and deletion of data.

The Working Party’s analysis identified the following areas to be addressed
by a new approach to informed consent:

� Lack of control and information asymmetry. As mentioned earlier in this
chapter, the large amount of data generated by IoT systems and devices
can be difficult to control using conventional systems. In other words, the
generation of data flows can hardly be managed with the classical tools
used to ensure the adequate protection of the data subjects’ interests and
rights.

� Quality of the user’s consent. Users may not be aware of the data pro-
cessing carried out by specific objects. They also may not know precisely
when and if an object is connected or not.
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� Inferences derived from data and repurposing of original processing.
Modern analytical techniques can cross-correlate data from different
sources to extract information that may point to personal data, even if
the single data flows do not include personal data.

� Security risks: security versus efficiency. As pointed out before in this
chapter, there is a trade-off between the need to design and implement
confidentiality, integrity, and availability measures and the need to opti-
mize the use of computational resources—and energy—by objects and
sensors.

Ensuring this level of “informed consent” can already be an issue in itself for
traditional ICT applications, while the technical and legal complexity of the prob-
lem can be an obstacle to informing potential end users. This has led to the devel-
opment of so-called End User License Agreements (EULAs). A EULA is usually
presented as a text box in an ICT application, containing a large amount of legal
text, with a scroll function to enable reading of the entire document. The text box
has a process (e.g., a check box) that requires the approval of the EULA by the
user on the basis that the user has read and understood the content of the EULA.
If the response is positive, the ICT application grants access to the requested ser-
vices. There are various problems with EULAs, when they are applied to ICT
and in extension to the IoT domain. The set of issues includes

1. The EULA text is the same for all users. There is no effort to tailor the
text of the EULA to specific categories of users or a specific context (e.g.,
home or office). From one point of view this is understandable, as the legal
framework which generates the EULA is usually generic. Still, informed
consent and the treatment of personal data in ICT are slightly different
from the healthcare domain where the informed consent concept origi-
nated.

2. The EULA text is usually very long and complex and often difficult for the
generic user to read and understand. Therefore, there is the risk that the
condition identified earlier, that “a clear appreciation and understanding
of the facts, implications, and future consequences of the action,” is not
satisfied.

In the IoT, informed consent is even more complex than in ICT systems because
the following challenges may also arise:

1. The “things” collecting data, may not be fully evident as this data could
be embedded in other devices. For example, future wearable sensors for
healthcare could collect and transmit information for healthcare purposes
that the user is not aware of.

2. The difficulty in requesting informed consent because of the lack of iden-
tifiable places and times to implement consent mechanisms (e.g., when
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a driver uses an intelligent car, which provides information to a remote
server).

3. The difficulty in opting out for specific services. It may be difficult to
understand when and how the user can opt out from some services, and
maintain the consent from other services, if an IoT device supports various
applications.

4. While the informed consent for a specific ICT application in a defined
place or context (e.g., at home) could be relatively easy to obtain, a change
in the context (e.g., from home to office, or if a person’s role changes) may
require a new informed consent but this may not be easy to achieve in the
current situation.

In addition, the collection and processing of data by the IoT can be more com-
plex and pervasive than the current model of a specific website or application,
whereby the human–computer interface (HCI) is well defined and specific to the
Web portal or the HCI application. Data can be collected and distributed from
a variety of IoT devices, which can be used by the individual at the same time
and place. For example, an individual may wear a wearable device for health-
care, may use a mobile phone or drive a connected vehicle all at the same time.
In addition, all of these devices may independently transmit to external servers
or remote applications. In this situation, there would also be different interfaces,
data collections points, and data flows for the personal data of the individual.
Even if the informed consent is provided separately for each specific device or
application, remote analytical tools could be used to exploit the combination
of collected and processed data to identify correlated information, which could
impact on the privacy of the individual. For example, even if the position of
a car is obfuscated by decreasing the accuracy of information obtained from a
GNSS system, other events (e.g., road charging or the position from a cellular
base station) could be used to pinpoint the position of the individual in a more
accurate way. This example shows that there is the need for a more sophisticated
process for informed consent, which addresses the increased complexity of IoT.
We propose a policy-based framework to address this complexity and the issues
presented above.

19.3 State of Art
19.3.1 Dynamic and context-aware approach
To face the dynamic and distributed nature of the IoT, it has been proposed to
take into account the context in which an application operates to influence the
authorization [6] and disclosure of information [7]. In particular, [6] addresses
the problem of highly dynamic environments where standard access control may
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not work in an effective way, as authorization is most often static or controlled
by applications, which can lead to users being considered authorized even after
a change of the context. With context changes, we cannot assume that a user is
authorized for the duration of their use of an application, even if that user is still
authenticated. This paper then proposes an approach based on dynamic autho-
rization, which could also be used for informed consent, even though authoriza-
tion is only one of the features. In a similar way, [7] presents an approach called
the Dynamic Disclosure-Control Method (DDCM), which offers protection of
location privacy through an agent. The agent provides a location privacy method
that adapts to variations in contexts by using an efficient context analysis pro-
cess. In addition, this method takes into consideration the privacy preferences
of the users and the object operators. The approach proposed in this paper is
based on these existing trends toward dynamic and context-aware disclosure of
information.

19.3.2 Semiautonomous agent
The use of a user-centric, semiautonomous agent to negotiate the consent of the
user with third-party applications, based on user-defined rules and preferences,
has been discussed in [8].

This approach has the advantage of keeping the end user in control (by clearly
defining the rules) while allowing for the scaling up to a large number of data
authorization operations (matching the needs of a fully deployed IoT). However,
the scope of the privacy coach proposed in [8] was limited to a single technology
(RFID) and did not take into account any context information.

19.3.3 Reputation systems
A complementary and promising approach to further increase end-user informa-
tion on privacy and data protection in IoT would be to rely on reputation systems.
Initial examples of reputation-based systems for trustworthy communications are
provided in [9,10].

We propose to extend and generalize them to both become visible to end
users and integrate user feedback and perceptions on IoT applications’ respect
for privacy. Such ranking could not only provide information for end users but
also be taken into account in the semiautomatic selection of which nodes are
trustworthy for information sharing.

19.3.4 Behavior modeling
Advanced techniques have been developed to model and analyze the behav-
ior of humans and their interactions with each other and with ICT technolo-
gies, as presented in [11–13]. These models can be used to create user adaptive
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systems as in [14], which describe services tuned to the individual preferences of
the users.

Although this profiling can in itself lead to privacy issues, we argue that it
could, with the necessary safeguards [15], be used to better understand individ-
ual user privacy requirements. We propose here to use profiling to automatically
propose data operation authorization decisions to the user that match his/her pre-
vious decisions.

19.3.5 Analysis of the EULA
The use of standardized license agreements can be made available in three dif-
ferent but coherent version: full legal text (enforceable legal text), simplified
text (short and understandable by most user), and machine-readable versions
(enabling automated processing). All these forms have been experimented with
some degree of success in the copyright domain, as described in [16].

In this section, we describe new technologies and tools for improving the
basic EULA model. A very good analysis on this topic is provided in [17], where
various technologies are identified. An example is the EULAlyzer [18], which
analyzes the text of the EULA and tries to identify words that could hint to a spe-
cific use of the personal data (e.g., advertising or mobile commerce). The tool
then notifies the user about these words and shows the context (e.g., the portion
of the EULA text) where the words have been identified. In this way, the user
is alerted to the potential misuse of their personal data by the application. The
EULAlyzer is a good example of a category of tools that analyze EULAs and
aim to protect the user from misuse by web applications. A potential issue with
this category of tools is that the web application can modify the EULA against
the analyzer and obfuscate the use of personal data using other words or a spe-
cific jargon. Another potential issue of this category of tools is that it does not
address some of the basic challenges of the EULA described in the introduction,
regarding the customization of the informed consent for different classes of users
when the EULA is still the same for all users. As outlined earlier in this chapter,
EULAs have too many limitations for IoT.

19.4 Overview of the System
The policy-based approach that we propose in this paper builds on and com-
bines these different trends to offer a solution to the informed consent problem
in the IoT.

As described in Figure 19.1, the system is user-centric. A graphic user inter-
face enables the user to define a set of rules embedded in policies that should
be both simple enough for the user to comprehend and complex enough to
enable advanced users to fine-tune them if necessary. The user can also define
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Figure 19.1: Overview of the system.

how and when to be contacted by the system and notified about a change in the
context.

The policy-based system is a semiautonomous agent in itself, whose main
role is to authorize or deny data operations on behalf of the user. In making each
decision, the agent evaluates the rules/policies defined and chosen by the user
but also takes into account context elements, and eventually information relating
to user behavior and the reputations of third parties.

To handle the reputation system, the user is able to participate in communities
which evaluate and rank IoT applications and third parties (e.g., service providers
and application developers).

To ensure the policy enforcement, the whole system is built on an IoT plat-
form that embeds policy enforcement components and the policy framework, as
described in the rest of this chapter. To be implemented successfully, the system
must address the following requirements:

1. Support different types of users across the full spectrum of users in the
digital divide (i.e., from the most ICT literate to the less) and/or the dif-
ferent roles. This includes the necessity of providing the user with easily
understood information in a simple GUI, and also the setup of mechanisms
to train and motivate the user to define policies (i.e., to ensure regular use
of the system).

2. Be customizable so that the user can change settings if he/she wishes. One
of the challenges of customization is to adapt the GUI to follow the user
proficiency.
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3. Support different type of contexts or changes in the IoT environment and
ensuring the enforcement of the policies chosen by the user.

A description on how the proposed policy-based framework is able to address
these challenges is provided in Section 19.4.1.

19.4.1 Policy-based framework
We propose to use the Model-based Security Toolkit (SecKit) for the specifi-
cation and enforcement of informed consent rules [19]. The SecKit includes a
collection of metamodels, runtime components, and technology-specific Policy
Enforcement Points (PEPs) that are used as the foundation for the security engi-
neering process. Models in the SecKit are specified to represent the IoT system
data, identities, behavior, structure, context, roles, trust relationships, threat sce-
narios for risk analysis, and security policy rules as reactive or preventive security
countermeasures for the identified threats.

From a methodology point of view, the first step for the specification of pol-
icy rules is to model the target IoT system, which is done in the SecKit using
a generic design language to represent the architecture of a distributed sys-
tem across application domains and levels of abstraction. The system design is
divided into two domains named entity domain and behavior domain, with an
assignment relationship between entities and behaviors. In the entity domain the
designer specifies the entities and interaction points between entities representing
communication mechanisms. In the behavior domain the behavior of each entity
is detailed including actions, interactions, causality relations, data, and identity
information attributes. Activities in the behavior domain may handle user data or
identities. For example, an IoT weather station may provide the current indoor
home temperature (data) of a specific person (identity).

The second step is to specify the supporting models necessary, depending on
the security requirements including business roles, context information and/or
situations, and trust relationships. The context model specifies types of Con-
text Information and Context Situations. Context Information is a simple type
of information about an entity that is acquired at a particular moment in time,
and Context Situations are a complex type that models a specific condition that
begins and finishes at specific moments in time [20]. For example, the “GPS loca-
tion” is a Context Information type, while “at home” and “at work” are examples
of context situations where a person or employee (target entity) is at their home
or work environment. The person that is at home or at work is assigned a role in
that specific situation.

The results of the context situation monitoring are events generated when the
situation begins and ends. These events contain references to the entities that par-
ticipate in the situation and can be used to support the specification of the policy
rules. Policy rules can be specified to represent authorizations to be granted when
a situation begins and data protection obligations that should be fulfilled when
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the situation ends. For example, access to the patient data can be allowed when an
emergency situation starts with the obligation that all data is deleted when the
emergency ends. For example, a security policy may be specified to allow access
to data when the situation starts and to trigger the deletion of the data when
the situation ends. Existing policy language standards like XACML [21] only
support the specification of context as attributes and of textual obligations to be
fulfilled when the access to data is granted and not in the future.

The security policies have to be disseminated to the device(s) that are gath-
ering the data under consideration in a secure way. Depending on the security
policy, the device has to trigger and apply the appropriate mechanism for trans-
mitting the data in the exact format needed by the application. This includes
a two-step process: first the device has to map the policies for the application
to specific data-gathering policies, and second, it should identify the encryption/
security level of the data to identify the proper transmission mechanisms, consid-
ering also the energy efficiency requirements of the devices (i.e., using an adap-
tive encryption scheme). For example, in a traffic-monitoring scenario, users in
cars may be sending information regarding traffic in an application server. The
application should know only how much traffic there is at every street segment.
The users’ phone has the ability to send various types of traffic-related data, that
is, the exact location every second, speed every second, direction of movement,
etc. If the application wants to estimate the traffic, the related policies should be
considered by the devices of the users, so that only an average speed per time
period and street segment is sent, in order to avoid disclosing the exact location
of the user at each point of time (ensuring privacy by design). Actually, interme-
diate nodes (i.e., the gateway) should also consider these policies and send to the
application server only aggregated/average data so that the location of the users
will be hidden from the application point of view. Other applications that need to
know the exact location of the user (depending on their access control policies)
will indeed be identified as such by the devices, which will transmit the exact
location (i.e., for a person to track his car if it is stolen).

The security rules model consists of the security rule templates (aka policy
rules) specified to be enforced and the configuration rules for these templates.
The security rule templates are Event-Condition-Action rules, with the Action
part being an enforcement action of Allowing, Denying, Modifying, or Delaying
a service or data in the IoT device or system. Furthermore, the Action part may
also trigger the execution of additional actions to be enforced, or specify trust
management policies to increase/decrease the trust evidence for a specific trust
aspect. For the purposes of informed consent, we also support the execution of
an Ask for User Consent abstract activity, which may be instantiated differently
depending on the current user situation (busy, available, in a meeting, etc.) and
the previously specified user preferences. From an informed consent perspective,
users have two alternatives: (1) to specify a priori the consent rules to allow,
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deny, modify, or delay an activity or (2), to specify rules that declare when the
users should be explicitly asked for consent in an interactive way. Considering
the second alternative our policy language is very expressive and allows users to
specify temporal and cardinality constraints for the informed consent rules, for
example, that consent should be explicitly asked once per hour, or once per day,
if the data access requests are not more than 10 per day.

The security rule semantics is based on temporal logic and is evaluated
using a configurable discrete time-step window of observed events, for exam-
ple, 30 s. Details about the security rule model are described in previously pub-
lished research papers [19]. Examples of security policy rules are provided for
our scenario implementation in the following section.

From an architectural perspective, policy rules representing users’ informed
consent requirements can be exchanged between administrative domains that
collaborate in an IoT scenario. For example, when a smart device exchanges
data with a user mobile phone, the smart device can exchange the informed con-
sent policies that regulate the authorizations and obligations associated to the
exchanged data that should be enforced by the mobile phone. This delegation of
sticky flow policies must be supported by trust management mechanisms in order
to guarantee or increase the level of assurance with respect to the enforcement of
the policy rules by the mobile phone.

19.4.2 Enforcement
In this section, we show how the SecKit is applied to an IoT architecture already
defined in the FP7 iCore project and based on the concept of Virtual Objects
and Composite Virtual Objects to represent IoT devices and IoT systems and
applications. The architecture is described in [22] and the main concepts of the
architecture are described here.

The main concept of the iCore project is to enable each IoT node with mul-
tiple functionalities based on its capability. For this, three key communication
abstraction layers are identified, besides the necessary connectivity layers such
as PHY, MAC and Network layers. They are (a) Virtual Object (VO) layer,
(b) Composite Virtual Object (CVO) layer, and (c) Service layer. VO abstrac-
tion is applied to each node/device, which makes it easy to reuse the IoT devices.
Figure 19.2 is a pictorial description of the architecture.

For example, the ambient light control in a smart building could indeed use
the projector VO to realize that there is a movie or slide projected in a particular
room and therefore lights can be turned off. The idea is to reuse IoT devices
in multiple applications. The CVO layer enables the IoT devices to interact
with other devices, and can mashup multiple VOs to offer smart applications.
For example, a smart home has strict requirements regarding energy reduction,
light control, climate control, and security. By combining multiple VOs, these
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Figure 19.2: FP7 iCore architecture.

requirements could be served. At the service layer, multiple application require-
ments can be addressed. Going along with the previous example, the service
layer enables an ambient light control application to use information from the
projector by querying IoT devices (or services) in the vicinity, learning from
the obtained information, and making intelligent decisions. Of course, this also
requires semantic interoperability on all respective layers.

Figure 19.1 shows the SecKit enforcement components. In our enforcement
architecture, the IoT Framework and platform are monitored by a technology-
specific Policy Enforcement Point (PEP), which observes and intercepts service,
CVO, and VO invocations, taking into account event subscriptions of a Policy
Decision Point (PDP). The PEP component signals these events to the PDP, and
receives enforcement actions in case a tentative event is signaled. If required
for policy evaluation the PDP may implement custom actions to retrieve status
information of VOs and CVOs and subscribe to context information and situation
events with the Context Manager component, both using existing functionality
provided by the IoT Framework.

In order to concrete implementation scenarios, the SecKit must be extended
with technology-specific runtime monitoring components. In the iCore project,
we provide one extension to support monitoring and enforcement of policies
through a MQTT broker, which is the technology adopted by most of the project
partners to support communication between VOs, and CVOs. The SecKit may be
used in a hospital scenario where VOs and CVOs represent the staff and medical
devices being used that communicate using a MQTT middleware. Policies are
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specified to control access to the hospital staff information (e.g., location) and to
control the access to medical devices represented as VOs.

19.4.3 Application of the SecKit framework to internet
of things for informed consent

Figure 19.3 shows the design of the IoT system behavior and the Consent Man-
ager behavior type, which instantiates the action type Ask For User Consent. This
action represents an abstract activity that interacts with the user and requests the
consent for a specific operation. Interactive consent policy rules instantiate this
behavior type to request the user consent.

Figure 19.4 shows the design of context information and situation types. In
this figure we highlight the context situation Working, which models a person
that is currently performing this activity.

Figure 19.5 shows the approach we adopt for specification of trust beliefs that
are used in the policy rule language. Trust relationships are specified for a spe-
cific trust aspect, for example, to enforce privacy preferences, and a trust value is
assigned to a specific entity for this aspect. In this example, the European Com-
mission Joint Research Center (JRC) is considered to be very trustworthy for
the aspect. The measurement of trust beliefs is implemented using the Subjective
Logic opinion triangle, which assigns belief, disbelief, and uncertainty values
to an opinion. A complete description of the approach adopted by us is already
provided in [23].

Figure 19.6 shows a sample interactive consent policy rule template. In this
rule, whenever an access to user data is detected by an event, and the relevant
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Figure 19.3: IoT system behavior model.
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Figure 19.4: Context model.

Figure 19.5: Visualization of trust beliefs and reputation values.
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Figure 19.6: Interactive informed consent rule.

person is currently not working, a consent manager is instantiated to interac-
tively request consent to allow, deny, modify, or delay the data being access. We
illustrate the specification also for a variable in this rule template, to represent
the specific person for whom the template should be instantiated and enforced.
Variables can be also used to parameterize the event being considered and to
specify generic consent rules that apply for all activities of a particular subtype.
For example, a set of rules could be specified to all access to personal informa-
tion, access to photos, and so on.

Figure 19.7 illustrates an informed consent rule template that is defined a
priori by users and allows all data access but anonymizes the identity of the users.
By anonymization in this context, we mean simply replacing the identity attribute
by the string anonymous. Depending on the specific requirements, anonymiza-
tion could also include the replacement/modification by a service specific user
pseudonym.

Figure 19.8 illustrates a policy rule that allows any operation to be performed
by trustworthy entities. This rule is generic and does not specify in the event
part the specific activity that should be allowed, for example, any data access
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Figure 19.7: Off-line informed consent anonymization rule.

Figure 19.8: General-purpose trust-based access rule.

request would be allowed. This type of generic rule allows more generality in the
specification of policy rules.

Figure 19.9 illustrates a policy rule template that allows access in the case of
a specific user identified by a variable who has given consent (result = true) in
the previous n time steps. It is up to each user that instantiates this template to
specify how often the system should require his consent, for example, every day
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Figure 19.9: Consent check rule.

Figure 19.10: Composite rule with combining algorithm conflict resolution.

or every hour. An additional variable could be specified in this rule template to
identify the specific activity where consent is required more often than for others.

Figure 19.10 shows a policy rule template that instantiates the previously
described policy rules in a more complex template, which demonstrates the con-
flict resolution approach we adopt in our policy rule language. In this example,
access is denied by default to all untrustworthy entities that try to access user
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data. However, in case a trustworthy entity tries to access the data or if con-
sent was explicitly given by the user in the previous n time steps, the access is
allowed. The strategy for the combining algorithm adopted here is named Allow
overrides, meaning that if any of the nested rules allows the access, this is the
final result chosen by the container rule template.

19.5 Conclusion and Future Developments
In this paper we introduced a novel approach to handle the authorization of data
operation in the IoT, by combining a number of previously introduced different
approaches, to produce a semiautonomous, rule based agent, which integrates
context-awareness and enforcement through the “SecKit” mechanisms.

We believe that such an approach can significantly improve the way the
informed consent question is handled. The definition of rule can be very specific
(taking into account the type of data, type of operation, identity of the third party
requesting the data operation and context of the operation) enabling detailed con-
trol by the end user. Further developments can now be envisioned to further refine
the system and increase its impact on the informed consent of IoT end users:
(a) providing information, training, and motivation of the user and (b) facilitat-
ing the definition of rules and policy implementation, which are described next.

19.5.1 Information, training, and motivation of the user
To actually achieve the “informed consent” of data operations by a large number
of end users, some of which have low digital literacy, the ability to define data
policy rules and strongly customize their application to the context of their use
is not by itself sufficient. Dedicated efforts are needed to ensure that the policy-
based system helps to inform, train, and motivate the user to actually care about
his privacy and to define policies. Thus, the following additions to the system
have to be considered:

� The development and embedding of contextual help mechanisms in the
Policy Management GUI to inform the user about the behavior of the
system and the potential impacts of his decisions.

� Progressive complexity of the user interface: one option could be to have
different levels of complexity in the Policy Management GUI to accom-
modate users from beginner (that need a simple GUI to start defining pol-
icy rules) to expert levels (who need to be able to define complex custom
rules). Tutorials can be created to help train the user in defining their first
rules and to present the challenges of data protection in the IoT context.
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19.5.2 Facilitating definition of rules and policy
implementation

The definition of policy rules (made available by the system we propose) can
take significant time and effort. To achieve large-scale acceptance and further
increase the proposed system efficiency, additional dedicated efforts should tar-
get the facilitation of policy rules definitions. The following possibilities should
be considered:

� GUI mechanisms to easily regroup and visualize rules applying to similar
situations, similar actors (e.g., third parties accessing data), data opera-
tions, or type of data, could help the user in defining his rule set and
validating that it covers what he cares about.

� To rapidly populate the policy repository for new users, the system could
be initially populated by rules defined through a user-friendly question-
naire that introduces the user to the issue of privacy in the IoT.

� The addition of a rule suggestion engine to automatically propose rules to
the user when none of the rules in the policy repository apply could sig-
nificantly help the end user to define policy rules. Mechanisms based on
behavior modeling [4] and on community systems were identified in the
FP7 BUTLER project [24] to analyze the individual decisions made by
the user. By gathering knowledge on the decision, the system is eventu-
ally able to propose decisions and new rules to the user. When confronted
with a situation not taken into account by a user-defined rule the “policy-
based system” would therefore first examine the behavior modeling com-
ponent, and then, the community system in order to gather insights on a
potential decision to propose to the end user. The end user is given the
opportunity to either enforce this decision only once, or to define it as a
policy rule in his Policy Repository for all future actions matching this
signature.
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The ongoing evolution of wireless cellular networks is creating a new ecosystem
with the pervasive presence of a great variety of network-enabled objects, which,
based on unique addressing schemes, are able to interact with each other. Cel-
lular connectivity is reaching beyond smartphones and tablets, providing access
to data networks for connected home appliances, machinery, and vehicles. The
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rapid evolution of mobile networking technologies and the transition toward
Internet Protocol (IP) v6 might drive this trend in to an ecosystem in which
every single consumer item could be reachable through the cellular network.
This convergence of the Internet and cellular mobility networks is breeding new
machine-to-machine (M2M) communication systems, which are the enabling
platform for the IoT [1].

Cellular-based IoT applications are experiencing dramatic growth, backed up
by large investments from network operators [2]. Current studies predict the cel-
lular IoT to be 1000 times more profitable than mobile data and as lucrative for
operators as the short messaging service (SMS) [3]. This is an attractive new
market for cellular operators, which are currently dealing with a heavily compet-
itive market and declining revenues. Consequently, IoT applications are among
the common denominator of some of the largest investments in mobile and cel-
lular technology innovation. Cellular operators are seeking valuable partnerships
in markets such as connected cars [4] and remote health care systems [5]. Indeed,
forecasts predict the health industry to be one of the main drivers of the IoT mar-
ket over the next few years [6].

Consensus exists in the industry that great growth in mobile cellular con-
nectivity from M2M and embedded mobile applications will be experienced.
More than 50 billion nonpersonal data-only mobile devices are expected to join
existing mobile networks, supporting this plethora of emerging applications [7].
Consequently, to provide ubiquitous broadband connectivity to the IoT, massive
device connectivity (billions of connected devices) is one of the main goals for
the design and planning of future 5G mobile systems [8].

The fourth generation of mobile networks, Long-Term Evolution (LTE), has
been designed for greatly enhanced capacity to provide support to a large num-
ber of connected devices. As such, LTE introduces significant improvements at
the radio access network (RAN) and a more flexible IP-only architecture at the
evolved packet core (EPC). Although a substantial percentage of current M2M
systems operate over legacy second- and third-generation (2G and 3G) mobile
networks, LTE is expected to be the main driver of the emergence of the IoT on
cellular networks [9].

This massive deployment of IoT applications and their underlying M2M
devices on mobile networks presents a great challenge for network operators.
The traffic characteristics of many IoT applications, substantially different than
user traffic from smartphones and tablets, is known to result in network resource
utilization inefficiencies [10]. There is an increasing concern about the poten-
tial impact the IoT could have on LTE mobility networks, specifically regarding
the surge in both traffic and control plane load [11]. Moreover, known security
vulnerabilities in legacy mobile networks have been exploited to eavesdrop com-
munications between M2M embedded devices and reverse engineer IoT systems.

Fueled by the great challenges of securely deploying and scaling IoT systems
over cellular networks, both the research and the standardization community are
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leading several efforts to enhance the security of the IoT in the context of mobile
cellular networks.

20.1 Security Threats against IoT Embedded
Devices and Systems

Security and privacy are two of the main challenges of the IoT, particularly
due to the emerging threats embedded devices face as a result of their unique
limitations in terms of connectivity, computational power, and energy budget.
Providing secure communications among M2M devices over cellular networks
is an emerging research area, with different approaches being adopted. On the
one hand, efforts aim to secure the device itself [12], and, on the other hand,
network/provider-based architectures that benefit from the existing authentica-
tion methods of a cellular telecom operator are being proposed [13]. In parallel,
privacy is increasingly becoming one of the major concerns in these kinds of
systems, especially given the surge of applications handling critical information.
This is a particularly crucial area in certain IoT system categories, such as the
case of network-enabled medical environments [14].

Despite the increasing focus on securing M2M communications, efforts still
have to be made to design more effective security architectures and transfer them
into actual system deployments. An alarming lack of basic security features in
certain applications has allowed researchers to discover new vulnerabilities and
attack vectors against IoT systems, such as allowing remote ignition of a car’s
engine [15] and getting root access on a home-automation connectivity hub [16].
Other basic security flaws have been highlighted by the media, such as differ-
ent types of connected devices being remotely accessible over the Internet with
default or no access credentials [17].

IoT service providers often rely on the implicit wireless network encryp-
tion and authentication to protect traffic from eavesdropping and man-in-the-
middle (MitM) attacks. Most deployments leverage legacy cellular 2G links,
generally considered to be insecure and with outdated encryption schemes.
This allows decryption and eavesdropping communications over the air [18].
For example, a recent study identified a popular geolocation platform that
transmitted application information as plain text in the body of text mes-
sages. This allowed security researchers to reverse engineer the entire M2M
application [19].

Cellular M2M systems should be designed with the assumption that any
attacker can eavesdrop the traffic over the air, so extra layers of encryption should
be encouraged. Nevertheless, certain low-power embedded devices with limited
computing resources might not be capable of strong extra encryption. Overall,
new M2M system implementations should be designed to leverage LTE mobile
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networks, with a state-of-the-art encryption and authentication scheme, preserv-
ing traffic privacy and security. Moreover, although studies have shown the feasi-
bility of launching attacks and gaining control over network-enabled devices by
means of deploying rogue base stations [20], this would not be possible over a
mutually authenticated LTE access link.

20.2 IoT Security Impacts against Mobile Networks
Aside from the security and privacy of IoT-connected devices, the deployment of
M2M systems on wireless mobile networks also has important security implica-
tions for the network itself. Resource allocation to millions of embedded devices
is a big challenge for the heavily used mobile infrastructures of cellular net-
work providers [7]. Beyond the challenge of network operation under such a
load of IoT traffic, M2M traffic is considered to be one of the main factors within
the overall LTE network security framework [21]. Industry and standardization
forums defining the main security threats and requirements for mobile network
security are indeed highlighting the IoT and its potential impact.

The traffic characteristics of many IoT applications, substantially different
from user traffic generated by smartphones and tablets, are known to be a poten-
tial source for network resource utilization inefficiencies [10]. As a result, there
is concern regarding the impact that M2M systems could have on the regular
operation of LTE networks, which, if not architected properly, may be over-
whelmed by the surge in both traffic and signaling load [11]. Given the num-
ber of threat vectors against embedded devices, there is also great interest in
the potential impact of botnets of compromised devices and malicious signaling
storms [22].

As mobile networks evolve and transition toward 5G, the capacity and
throughput of the wireless interface is scaled up to tackle the goals of mas-
sive device connectivity and 1000 times more capacity. To do so, researchers
are already prototyping advanced systems at high millimiter-wave frequencies
and implementing massive multiple-input and multiple-output (MIMO) systems.
However, a common topic of discussion at a major 5G industry forum was how
it is not all about speed, but also about scalability [23]. The scalability of billions
of embedded devices joining existing LTE and future 5G networks is one of the
major availability challenges within the field of IoT security.

20.2.1 LTE network operation
LTE mobile networks were designed to provide IP connectivity between mobile
devices and the Internet based on the architecture depicted in Figure 20.1. LTE
mobile networks are divided into two separate sections: the RAN and the core
network, referred to as the EPC.
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Figure 20.1: LTE network architecture.

A number of user equipment (UE) devices, or mobile terminals, and the
eNodeBs, or LTE base stations, compose the RAN. This wireless access portion
of an LTE network is in control of assigning radio resources to mobile terminals,
managing their radio resource utilization, performing access control, and, in the
case of the implementation of the X2 interface between eNodeBs, even managing
mobility and handoffs independently of the EPC.

The EPC is the core in charge of establishing and managing the point-to-point
IP connectivity between UEs and the Internet. Moreover, certain MAC (medium
access control) operations at the RAN are triggered or controlled by the core
network. The EPC is composed of the following network nodes. The serving
gateway (SGW) and the PDN gateway (PGW) are the routing points that anchor
a point-to-point connection, known as a bearer, between a UE and the Inter-
net. The mobility management entity (MME) manages the control plane bearer
logistics, mobility, and other network functions. To authenticate end users, the
MME communicates with the home subscriber server (HSS), which stores the
authentication parameters and secret keys of all the UEs.

To operate the network and provide connectivity, LTE networks execute a
series of signaling processes, known as non access stratum (NAS) functions [24].
Such functions are coordinated and triggered by means of nonuser data messages
among the LTE network nodes, known as the control plane signaling traffic.

After the device is switched on, a series of steps and algorithms are exe-
cuted to reach the connected state. At this stage, an IP default bearer is set up
between the UE and the PGW, and an IP address is assigned to the UE. The
device executes the Cell Search procedure to acquire both time and frequency
synchronization, and, by means of the random access procedure, radio resources
are assigned to the UE, setting up a radio resource control (RRC) connection
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between the device and the eNodeB. The NAS identity and authentication pro-
cedures are then executed between the UE and the MME, which in turn commu-
nicates with the HSS. At this point, the data traffic bearers through the SGW and
PGW are set up, and the UE’s RRC connection is reconfigured according to the
type of IP service and quality of service (QoS) requested by the UE.

This entire NAS attach procedure is illustrated in Figure 20.2, which gives
a clear visual intuition of the large number of messages exchanged among EPC
elements to connect a mobile device [25]. Note that the random access procedure,
the RRC connection establishment, and the NAS authentication and identity pro-
cedures involve a substantial number of messages not shown in the figure for
simplicity.

Although all devices are assigned radio resources to communicate, there are
not enough resources for a simultaneous connection from or to all the UEs. As a
result, to efficiently assign and manage the spectrum, strict resource management
and reutilization policies are implemented. Whenever a UE has been observed as
idle by the eNodeB for more than a few seconds (often between 10 and 15 s), the
RRC connection for this UE is released and its associated radio resources freed
to be reused and assigned to another device, moving the UE to an idle state [26].
Although just one message from the eNodeB to the UE is sufficient to transition
it down to an idle RRC state, this procedure still involves a series of messages
among the EPC nodes to release the dedicated bearer. In parallel, a UE that is in
idle state but needs to either transmit or receive data must be transitioned back to
a connected state. To do so, a similar procedure to the NAS attach is executed.
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The main differences are that certain authentication and bearer operations are
not required. For example, a UE transitioning from idle to connected state is not
required to have a new IP assigned. Note that each time a UE transitions from
idle to connected, the procedure must always start with a random access and an
RRC connection.

The functionality of a mobile network involves further signaling procedures
not listed here, such as paging and handoffs. The aforementioned network func-
tionalities are described because they involve NAS signaling procedures that
have been discussed in standardization bodies as a potential trigger for signal-
ing storms in LTE mobile networks.

20.2.2 Control plane signaling storms
The spreading of IoT applications over mobile networks brings security impli-
cations for the LTE packet core. The operation of mobile networks must be
considered before designing wireless embedded devices that leverage cellular
connectivity to prevent network utilization inefficiencies and, potentially, larger
network availability threats. As has been described, each transaction or traffic
flow between the IoT devices and other mobile devices or the Internet results in
control plane signaling at the EPC. Unnecessary connection establishment and
release signaling could potentially overburden the core network and reduce the
QoS of other devices [27].

The concept of mobile core overloading due to control plane signaling
was introduced in [28], which described a theoretical signaling overload threat
against cellular networks. A low-volume attack, consisting of small data pack-
ets addressed to a large number of mobile devices, would theoretically induce
a large number of RRC state transitions and, theoretically, overload the packet
core of a mobile network. In this context, certain categories of M2M devices
are characterized by small and frequent communication bursts [10]. This traf-
fic pattern differs from the typical smartphone or tablet usage patterns that LTE
was designed to support. Such frequent traffic bursts could cause a large amount
of signaling in the network as devices transition between idle and connected
states.

This negative impact of control plane overloads has already been observed in
the wild over the last couple of years in a series of signaling storms summarized
in Table 20.1.

All the aforementioned signaling storm instances were caused by misbehav-
ing mobile applications. However, security researchers argue that a signaling
storm could potentially be triggered from within the network by means of a mali-
cious botnet of compromised M2M devices [36]. The authors of [37] discussed
feasible techniques and platforms to build and operate such a botnet, including
potential command and control channels.
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Table 20.1 Sample of known signaling overload events

Cause Event Reference

Chatty app IM app checking for new messages too
frequently caused outage at U.S. carrier

[29]

Signaling spike Outage for 3 million users at the sixth
largest operator in the world

[30]

Smartphone
native apps

Native apps from one of the main mobile
operating systems causing signaling

overloads to Japanese operator

[31]

Chatty apps Operators at Open Mobile Summit discuss
actions to mitigate signaling spikes from

chatty apps

[32]

Adds in popular
app

Signaling spikes caused by ads displayed
in a popular mobile game

[33]

LTE-connected
tablet

Connectivity from popular tablet increases
control plane signaling substantially

[34]

Mobile cloud
service

Frequent reconnect attempts to a cloud
service under outage resulted in signaling

spike

[35]

Additionally, certain M2M devices send or receive traffic at predefined time
periods: for example, security cameras reporting a picture every few minutes or
temperature sensors reporting a reading periodically. A large number of devices
acting in this fashion could potentially generate peaks in both signaling and
data traffic that could impact the core network. A similar situation could arise
if an external event triggers a large number of devices to report or communi-
cate, resulting in all the devices transitioning to an RRC connected state simul-
taneously. This is a specific use case of control plane signaling overload being
discussed by standardization bodies [27].

In addition to M2M-related signaling overloads and network congestion, over
the last few years, security researchers have theoretically proposed malicious
ways to overload and congest LTE mobile networks. This congestion can occur
in two different ways. RAN congestion is the result of many simultaneous M2M
connection requests, modifications, and releases to the same eNodeB [38]. Con-
gestion in the core network can affect the MME, SGW, and PGW when a large
group of M2M devices attach to different cells, transition between RRC states,
and move to different tracking areas [28]. Researchers have also theoreticized
the potential impact of a signaling overload against the HSS node in legacy 2G
and 3G networks, known as home location registry (HLR) [39].
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Table 20.2 Main threat scenarios and solutions proposed by 3GPP to
mitigate control plane signaling overloads at the HSS

Threat Scenario Proposed Solutions

Overlaid RATs and failure of
radio access technology (RAT)
Node

Optimization of periodic
tracking area update (TAU)

signaling
Flood of registrations NAS reject solution
Flood of RRC resource allocation HLR/HSS overload notification
Flood of location information
Reporting

Subscription data download
optimization

20.2.3 Industry and security standardization work around
M2M communications

Standardization bodies are actively working at proposing new security architec-
tures to secure mobile M2M systems and the IoT. Certain industry forums are
particularly engaged in proposing methods to alleviate potential signaling over-
loads and other security threats that could arise from the surge of IoT cellular
systems.

The 3rd Generation Partnership Project (3GPP) is actively involved in defin-
ing a framework to mitigate control plane signaling spikes in cellular M2M sys-
tems [27], known as machine type communications (MTC) in the context of
3GPP. This effort focuses on a series of threat scenarios that range from a sudden
flood of attach signaling load after a node failure to a flood of mobile terminated
events.

The major threat scenarios and proposed solutions proposed by this 3GPP
task force are summarized in Table 20.2. Most of the solutions proposed by this
effort provide the HSS with means to filter and, potentially, block its incoming
signaling load. For example, a new feature is defined such that the HSS can
notify the MME in the event of a spike in traffic. The MME, in turn, can then
reject attach attempts from mobile devices without requiring a prior handshake
with the HSS. Moreover, optimization on various HSS operations is proposed.

Beyond security architectures for the cellular IoT, 3GPP is also actively
involved in proposing enhancements for MTC traffic over cellular networks [40].
Finally, there is also ongoing discussion at 3GPP in areas that, though not directly
related to IoT security, would make a big impact. For example, new enhance-
ments to reduce the amount of control plane signaling load during RRC state
transitions are proposed [41].

The oneM2M organization, closely related to the European Telecommuni-
cations Standards Institute (ETSI), also has active projects defining the secu-
rity architecture for IoT cellular deployments in the framework of the oneM2M
Release 1 specifications [42]. This project is focused on providing security at
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the application layer of IoT services provided over mobile networks. Some of
the threat scenarios under analysis range from the deletion of service encryp-
tion keys stored on the memory of embedded devices to handling malicious or
corrupted software in the M2M core service provider network.

A series of recommendations are issued to ensure the confidentiality and
availability of cellular M2M systems. These recommendations, which had
already been defined in the previous releases of these specifications in [43],
ensure that strong encryption is applied at the application layer, with encryp-
tion keys stored in secure compartments. Note that, given the privacy threats of
legacy 2G cellular links, it is not a good practice to rely solely on the wireless
link encryption to secure M2M traffic.

This generalized interest in mitigating potential control plane traffic spikes in
mobile networks is motivating certain industry players to develop appliances for
mobile network infrastructure. These security solutions are designed as a con-
trol plane firewall, which sits between the RAN and the MME and monitors for
signaling spikes, mitigating the impact on the mobile core [44]. Mobile infras-
tructure manufacturers are also increasing their efforts to supply new tools to
assist the packet core in optimizing the control plane, minimizing the risk for
overloads [45].

20.2.4 IoT security research
Extensive research is aiming to design new network mechanisms to efficiently
handle the surge of cellular traffic originated from the IoT. In [46], new conges-
tion control techniques for M2M traffic over LTE are proposed. Other techniques
are suggested in [47]. The authors of [48] introduce new adaptive radio resource
management to efficiently handle M2M traffic, and [49] proposes enhancements
to the random access channel (RACH) of LTE systems to handle large numbers
of embedded wireless devices.

20.3 Scalability of Large Deployments of Cellular
IoT Systems

There is increasing interest among the telecommunications industry in under-
standing and, ideally, forecasting the scalability dynamics of IoT growth on LTE
networks. Given the scale and device population expected, mobile network oper-
ators are expecting a large increase in both data and control plane traffic, to which
network resources must adapt.

This necessity is driving a substantial increase of research work in this area.
For example, the authors of [10] introduced the first detailed study of the traf-
fic characteristics of emergent M2M applications. The authors highlight radio
resource and network resource inefficiencies of these communication systems as
a challenge for mobile infrastructures. Other research projects have analyzed the
characteristics of IoT traffic over LTE mobile networks [50], reaching similar
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conclusions: certain M2M applications send periodic small bursts of traffic,
which induce frequent RRC state transitions and, hence, are not efficient in terms
of network resource utilization.

To be able to forecast and understand the scalability of the IoT over mobile
networks, accurate modeling of the interaction of M2M systems with the cellular
network is critical. The main goal of such modeling is to understand the non-
linearity of control plane signaling traffic, as it scales with the number of con-
nected devices. The heterogeneous traffic patterns from different M2M device
categories result in a great diversity of signaling traffic load statistics. Certain
device types, reporting measurements periodically, generate very low data loads
(i.e., one 100 kb measurement per hour), but induce a large number of RRC state
transitions and, thus, control plane signaling load. In parallel, devices sending a
large daily summary of readings at the end of the day (i.e., 100 Mb) inject 1000
times more data traffic but have a marginal impact in terms of signaling load.

The study of the scalability of the IoT on LTE mobile networks requires a
large-scale analysis. Laboratory testbeds are not sufficient to gauge the actual
effects and implications of security threats involving the IoT. And, more impor-
tantly, laboratory based research does not provide means for rapid prototyping
and test of M2M security technologies at scale. The potential risk of signaling
overload as well as mobile botnets of compromised embedded devices requires
a security analysis only possible on a simulation testbed.

For example, a fully LTE standards-compliant security research testbed can
be used [51]. The testbed is designed and implemented to be fully standards
compliant and can be scaled up over multiple virtual machines to simulate arbi-
trarily large scenarios. Moreover, the mobile devices simulated by this testbed
run statistical traffic models derived from actual LTE mobile network traces,
fully anonymized, from a tier-1 operator in the United States. Therefore, it can
generate highly realistic results for smartphone traffic as well as several IoT
device categories, such as smart grid, asset tracking, LTE-connected automo-
biles, telemedicine, remote alarming systems, and security cameras.

This testbed is leveraged to provide some insights into the scalability of IoT
devices on mobile networks [52]. The experiments consist of deploying a sim-
ulated generic LTE network containing an instance of the EPC (MME, SGW,
PGW, and HSS). IP communications occur between UEs and an external Internet
server. The capacity of this server is assumed to be infinite so as not to interfere
with the scalability impact at the EPC. A number of IoT devices, from different
M2M categories (tele medicine, asset tracking, smart grid, etc.) are deployed on
the network, with this device population being scaled up. As this occurs, multiple
load metrics at the EPC are collected.

A generic experiment is summarized in Figure 20.3 a and b, examining
MME-SGW link load and MME central processing unit (CPU) use to provide
insight into the signaling impact of scaling M2M devices. It is intuitive that the
M2M categories with the highest control plane signaling load impact (asset track-
ing and personal tracking devices in the case of the experiment in Figure 20.3)
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also result in the largest increase in MME CPU use. The load results in the figure
are normalized.

The two device categories with the highest signaling load generate roughly
the same load at the MME-SGW link for 125 devices. However, the load
increases much more rapidly for asset tracking devices, with 2000 of these
devices inducing 42.6% higher signaling load than the same number of per-
sonal tracking devices. A similar trend can be observed with the MME CPU
use. Roughly the same MME CPU use is induced by 125 personal tracking
devices and 125 asset tracking devices. However, 2000 asset tracking devices
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incur 32.5% higher load than the same number of personal tracking devices, and
in the case of 4000 devices, the load is 50.5% higher.

These results present important insights into the scalability dynamics of the
IoT on LTE mobile networks. As expected, the control plane signaling load
spikes as the number of connected devices increases. This increase is linear,
which indicates that, for example, an exponential increase in load should not
be expected. However, the largely heterogeneous scalability characteristics for
different IoT categories present a challenge for network operators. This is due to
the fact that the connectivity and resource use must be optimized for very diverse
traffic dynamics, as opposed to current mobile networks mainly optimized for
smartphone traffic.

The challenge of deploying and scaling up IoT systems over mobile networks
is one of the main areas of discussion and work in standardization bodies and
will be one of the main challenges in the design of 5G mobile systems. Although
advanced technologies at the physical (PHY) layer will provide orders of magni-
tude more capacity and throughput than current wireless links, 5G systems must
be designed so that the core network is not a capacity bottleneck due to control
plane signaling issues.

20.3.1 New network enhancements for mobile IoT systems
Proactive efforts are being established by cellular operators to encourage and
ensure proper network resource use by M2M nodes [53]. Among other guide-
lines, recommendations to hardware and system manufacturers are provided to
avoid applications that repeatedly check with servers or send sporadic data traf-
fic with little or no flow control. In other words, M2M applications should not
behave in cellular networks in the same way as they do in wireless local area
networks (wLAN) or wired connections. It is essential that all network operators
ensure proper implementation of such guidelines to minimize the impact of the
surge of M2M appliances connected to mobility networks.

Some solutions to the described threats have been proposed by the indus-
try and standardization community [27, 54]. Although there is a certain
amount of improvement that can be made from the application/device itself,
network-centric solutions are known to be the most effective. Mitigations for the
above scenarios are challenging and difficult to implement and test to understand
their potential benefits. For example, extending the idle timeout period of UEs
has been proposed so that devices transition less frequently between RRC states
[54]. This could potentially result in an increased cost, though, due to resources
reserved for a longer time for an active device session, such as radio resources at
the wireless link. The trade-off between the security benefit and this cost is very
difficult to determine. Other proposed solutions envision techniques to filter sig-
naling load at, for example, the MME to protect the HSS from an overload [27].
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Figure 20.4: LTE random access procedure and capture from a real network.

In parallel, extensive work is ongoing in the research community and stan-
dardization groups to propose new techniques to provide data links over cellular
networks for IoT devices with minimal impact on the mobile core. An inter-
esting proposal introduces a connectionless protocol to communicate with IoT
devices over LTE cellular links with zero control plane signaling [55]. This tech-
nique, aimed at M2M device categories with periodic small bursts of traffic, is
designed within the framework of the 3GPP standards, requiring no standards
modification.

IoT connectionless communications leverage the LTE PHY layer channels
used for the RACH procedure, as shown in Figure 20.2. This handshake between
the UE and the eNodeB is executed every time a mobile device requires to com-
municate and transition to the RRC connected state. The first message in this
handshake is also used to achieve uplink (UL) synchronization with the eNodeB.

The transmission on the RACH channel is shared by all users within a cell
or sector and follows the slotted ALOHA (S-ALOHA)/code division multiple
access (CDMA) protocol, so collisions might occur. A signature is randomly
chosen out of 64 possible signatures, and a preamble packet is sent over the
RACH. Upon reception of a preamble, the eNodeB generates a reply message
known as random access response (RAR). This message contains five fields: the
ID of the time-frequency slot where the preamble was received, the selected sig-
nature, a time-alignment instruction, an initial UL resource grant, and a network
temporary ID for the UE (radio network temporary identifier (RNTI)). A real lab
capture of a standard RACH procedure is shown in Figure 20.4, including the
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handshake between a smartphone and a commercial laboratory eNodeB. This
capture was obtained with an off-the-shelf LTE traffic sniffer [56].

A connectionless link for IoT traffic over LTE networks encodes uplink traffic
in the RACH preambles. Six bits of information are encoded by the choice of a
signature out of the 64 available. Given a number k of RACH resources per 10
ms LTE frame, the total available throughput in a given cell would be k.6

0.01 bits per
second. Note that this throughput would be shared by all IoT devices within the
cell and with the RACH traffic of regular smartphones and other mobile devices
within the same cell. However, network measurements indicate that the RACH
channel is substantially underused in very dense areas, leaving plenty of room
for a connectionless link [55].

Given the possible configurations of the LTE RACH defined in the standards,
k ranges from 1 to 10. The latter is the case of one RACH resource allocated in
every slot [57]. Given a RACH collision probability of pUE

collision = 1%, includ-
ing collisions and decoding errors, k = 10 and 64 signatures, a connectionless
link can support an uplink load of up to Rmax

RACH =−10× 64× ln(1− pUE
collision) =

6.432 preambles per frame. This results in a maximum throughput of Rmax
UL =

(6.432×6)/0.01 = 3.86 kbps.
In parallel, downlink traffic is encoded in the 16-bit RNTI field of the RAR,

which is not necessary for a connectionless link. Assuming the same system con-
figuration (k = 10), the maximum downlink throughput that can be delivered over
a connectionless link is (10 · (16+11))/0.01 = 27 kbps. This total raw capacity
would also be shared by all the IoT devices within a given cell and the RAR
messages sent to regular mobile devices and smartphones.

A mobile-initiated connectionless link is triggered by a series of preambles
with a predefined pattern of signatures, while a network-initiated link is triggered
by leveraging the three unused padding bits at the tail of the LTE paging message.

A system simulation of a connectionless link under a realistic load equivalent
to that of a highly populated area is summarized in Figure 20.5. Results indicate
that the RACH background load of one of a highly densely populated area would
not impact the performance of the link. As a result, assuming a controlled M2M
deployment and absence of adversarial UEs, the impact of the connectionless
link on regular LTE communications would be almost null. This is a particularly
positive result in the context of signaling overload threat mitigation and other
large-scale security threats that could be triggered by a swarm of misbehaving or
infected IoT embedded devices.

Connectionless links are a viable solution to provide connectivity to IoT
devices over mobile networks without expensive control plane signaling impact
against the core network. This particular characteristic is necessary to protect the
network from potential saturation attacks against the cellular core that could be
triggered by, for example, a malicious botnet of IoT devices. In parallel, indus-
try consortiums and research laboratories are working on further implementa-
tions to mitigate the impact of large M2M deployments on mobile networks,
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guaranteeing security and availability for both the IoT systems and the mobile
network itself.
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