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Preface

The Internet of Things (IoT) has attracted strong interest from both academia
and industry. The IoT integrates radiofrequency identification (RFID), sensors,
smart devices, the Internet, smart grids, cloud computing, vehicle networks, and
many other information carriers. Goldman Sachs mentioned that the IoT would
bring over 28 billion “things” into the Internet by 2020. Typical “things” include
end users, data centers, processing units, smartphones, tablets, Bluetooth, Zig-
Bee, IrDA, UWB, cellular networks, Wi-Fi networks, NFC data centers, RFID,
their tags, sensors and chips, household machinery, wristwatches, vehicles, house
doors, and many other cyberunits. With the growth of nanodevices, smartphones,
5G, tiny sensors, and distributed networks, the IoT is combining the “factual and
virtual” anywhere and anytime, and is attracting the attention of both “maker and
hacker.”

However, interconnecting many “things” also means the possibility of inter-
connecting many different threats and attacks. For example, a malware virus can
easily propagate through the IoT at an unprecedented rate. In the four design
aspects of the IoT system, there may be various threats and attacks: (1) Data
perception and collection: In this aspect, typical attacks include data leakage,
sovereignty, breach, and authentication. (2) Data storage: The following attacks
may occur: denial-of-service attacks (attacks on availability), access control
attacks, integrity attacks, impersonation, modification of sensitive data, and so
on. (3) Data processing: In this aspect there may exist computational attacks that
aim to generate wrong data processing results. (4) Data transmission: Possible
attacks include channel attacks, session hijacks, routing attacks, flooding, and
so on. Apart from attenuation, theft, loss, breach, and disaster, data can also be
fabricated and modified by the compromised sensors.

Therefore, efficient and effective defense mechanisms are of the utmost
importance to ensure the security of the IoT. In particular, the U.S. Department of
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Energy (DOE) has identified attack resistance to be one of the seven major prop-
erties required for the operation of the smart grid, which is an emerging field
of the IoT. Then, the question is: how do we use efficient algorithms, models,
and implementations to cover the four important aspects of [oT security, that is,
confidentiality, authentication, integrity, and availability? Obviously, no single
scheme can cover all these four aspects, due to the extreme complexity of IoT
attacks.

In this book, we have invited some top IoT security experts from all over the
world to contribute their knowledge about different IoT security aspects. We have
seamlessly integrated those chapters into a complete book. All chapters have a
clear problem statement as well as detailed solutions. More than 100 figures have
been provided for graphic understanding.

After reading this book, industrial engineers will have a deep understanding
of security and privacy principles in complex IoT systems. They will also be
able to launch concrete cryptography schemes based on the detailed algorithms
provided in some chapters.

After reading this book, academic researchers will be able to understand all
critical issues to be solved in this exciting area. They will get to know some
promising solutions to those research problems, and pick up an unsolved, chal-
lenging issue for their own research.

After reading this book, policy-makers will have a big picture of IoT secu-
rity and privacy designs, and get to know the necessary procedures to achieve
robust IoT information collection, computation, transmission, and sharing across
Internet clouds.

All chapters are written for both researchers and developers. We have tried
to avoid much jargon and use plain language to describe profound concepts. In
many places, we have also provided step-by-step math models for readers’ secu-
rity test bed implementation purposes.

Overall, this book consists of the following five parts:

Section I. Attacks and Threats: This part introduces all types of IoT attacks
and threats. It also demonstrates the principle of countermeasures against those
attacks. Moreover, we have given detailed introductions of Sybil attacks, mal-
ware propagation, and some other specific attacks.

Section Il. Privacy Preservation: Privacy is always one of the top concerns
for any network application. The IoT collects data from all the “things” around
people. Much data is related to human activities. For example, biomedical data
may include patients’ health records. How do we distribute those data for Internet
sharing while, in the meantime, protecting people’s privacy well? In this part, we
will discuss privacy preservation issues during data dissemination, participatory
sensing, and indoor activities. We will also use smart building as an example to
discuss privacy protection solutions.

Section IIl. Trust and Authentication: The trust model is a critical topic of
IoT security design. This part will describe different types of trust models in the
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IoT infrastructure. The access control to IoT data is also discussed. A survey of
IoT authentication issues is provided in this part.

Section IV. IoT Data Security: This part emphasizes the security issues during
IoT data computation. We will introduce computational security issues in IoT
data processing, security design in time series data aggregation, key generation
for data transmission, as well as concrete security protocols during data access.

Section V. Social Awareness: Any security designs should consider policy and
human behavioral features. For example, a security scheme cannot be installed
in a real platform without the consent of the users. Many attacks aim to utilize
the loopholes of user habits. A security design will have deep impacts on the
dissemination of IoT data to each corner of the world. In this part, we will cover
social-context-based privacy and trust design in IoT platforms, as well as the
policy-based informed consent in the IoT.

We have required each chapter author to provide detailed descriptions of the
problems to be solved, the motivations of their proposed solutions, and detailed
algorithms and implementations. Our goal is to provide readers with a compre-
hensive understanding of the security and privacy aspects in the IoT system. A
few chapters are written in a survey style. They can be used by beginners to get
to know the basic principles of achieving attack-resilient [oT infrastructure.

Due to limitations of time, there may be some points missing in this book.
Please contact the publisher if you have any comments for its future improve-
ment.

MATLAB® is a registered trademark of The MathWorks, Inc. For product infor-
mation, please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com


www.mathworks.com
mailto:info@mathworks.com
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1.1 Introduction

People worldwide are now ready to enjoy the benefits of the Internet of Things
(IoT). The IoT incorporates everything from the body sensor to the recent cloud
computing. It comprises major types of networks, such as distributed, grid, ubig-
uitous, and vehicular; these have conquered the world of IT over a decade. From
parking vehicles to tracking vehicles, from entering patient details to observing
postsurgery, from child care to elder care, from smart cards to near field cards,
sensors are making their presence felt. Sensors play a vital role in the IoT as well.
The IoT works across heterogeneous networks and standards. Exceptionally, no
network is free from security threats and vulnerabilities. Each of the IoT layers
is exposed to different types of threats. This chapter focuses on possible threats
to be addressed and mitigated to achieve secure communication over the IoT.
The concept of the IoT was proposed in 1999 by the Auto-ID laboratory of
the Massachusetts Institute of Technology (MIT). ITU released it in 2005, begin-
ning in China. The IoT can be defined as “data and devices continually available
through the Internet.” Interconnection of things (objects) that can be addressed
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Figure 1.1: IoT underlying technologies.

unambiguously and heterogeneous networks constitute the IoT. Radiofrequency
identification (RFID), sensors, smart technologies, and nanotechnologies are the
major contributors to the IoT for a variety of services, as shown in Figure 1.1.
Goldman Sachs quoted that there are 28 billion reasons to care about the IoT.
They also added that in the 1990s, the fixed Internet could connect one billion
end users, while in the 2000s, the mobile Internet could connect another two bil-
lion. With this growth rate, the IoT will bring as many as 28 billion “things” to the
Internet by 2020. With the drastic reduction in the cost of things, sensors, band-
width, processing, smartphones, and the migration toward IPv6, 5G could make
the IoT easier to adopt than expected. Every “thing” comes under one umbrella
encompassing all the things.

The IoT also views everything as the same, not even discriminating between
humans and machines. Things include end users, data centers (DCs), process-
ing units, smartphones, tablets, Bluetooth, ZigBee, the Infrared Data Associ-
ation (IrDA), ultra-wideband (UWB), cellular networks, Wi-Fi networks, near
field communication (NFC) DCs, RFID and their tags, sensors and chips, house-
hold equipment, wristwatches, vehicles, and house doors; in other words, IoT
combines “factual and virtual” anywhere and anytime, attracting the attention of
both “maker and hacker.” Inevitably, leaving devices without human intervention
for a long period could lead to theft. IoT incorporates many such things. Protec-
tion was a major issue when just two devices were coupled. Protection for the
IoT would be unimaginably complex.

1.2 Phases of IoT System

The IoT requires five phases, from data collection to data delivery to the end
users on or off demand, as shown in Figure 1.2.
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Figure 1.2: Phases of IoT system.

1.2.1 Phase I: Data collection, acquisition, perception

Be it a telemedicine application or vehicle tracking system, the foremost step is
to collect or acquire data from the devices or things. Based on the characteristics
of the thing, different types of data collectors are used. The thing may be a static
body (body sensors or RFID tags) or a dynamic vehicle (sensors and chips).

1.2.2 Phase II: Storage

The data collected in phase I should be stored. If the thing has its own local
memory, data can be stored. Generally, IoT components are installed with low
memory and low processing capabilities. The cloud takes over the responsibility
for storing the data in the case of stateless devices.

1.2.3 Phase III: Intelligent processing

The IoT analyzes the data stored in the cloud DCs and provides intelligent ser-
vices for work and life in hard real time. As well as analyzing and responding to
queries, the IoT also controls things. There is no discrimination between a boot
and a bot; the [oT offers intelligent processing and control services to all things
equally.

1.2.4 Phase IV: Data transmission

Data transmission occurs in all phases:
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m  From sensors, RFID tags, or chips to DCs
®  From DCs to processing units

®  From processors to controllers, devices, or end users

1.2.5 Phase V: Delivery

Delivery of processed data to things on time without errors or alteration is a
sensitive task that must always be carried out.

1.3 Internet of Things as Interconnections of
Threats (IoT vs. IoT)

In the future, maybe around the year 2020 with IPv6 and the 5G network, mil-
lions of heterogeneous things will be part of the IoT. Privacy and security will
be the major factors of concern at that time. The IoT can be viewed in differ-
ent dimensions by the different sections of academia and industry; whatever the
viewpoint, the IoT has not yet reached maturity and is vulnerable to all sorts of
threats and attacks. The prevention or recovery systems used in the traditional
network and Internet cannot be used in the IoT due to its connectivity.

Change is the only thing that is constant, and end users strive to develop
technology to suit their needs. The evolution of threats has caused an increase
in the security measures that need to be taken into consideration. This chapter
presents security issues in three dimensions, based on phase, architecture, and
components. Figures 1.3 through 1.6 show all possible types of attacks in these
three different views, thus depicting the [oT as the Interconnection of Threats.

1.3.1 Phase attacks

Figure 1.3 demonstrates the variety of attacks on the five phases of IoT. Data
leakage, sovereignty, breach, and authentication are the major concerns in the
data perception phase.

1.3.1.1 Data leakage or breach

Data leakage can be internal or external, intentional or unintentional, authorized
or malicious, involving hardware or software. Export of unauthorized data or
information to an unintended destination is data leakage. Generally, this is done
by a dishonest or dissatisfied employee of an organization. Data leakage is a
serious threat to reliability. As the cloud data move from one tenant to several
other tenants of the cloud, there is a serious risk of data leakage. The severity of
data leakage can be reduced by the use of DLP (data leakage prevention).
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[ Data Perception ]

«» Data leakage, data sovereignty,
« Data breach, data authentication

[ Storage ]

« Attack on availability, access control, integrity

« Denial of service, impersonation, modification of sensitive data

[ Processing ]

« Attack on authentication

[ Transmission ]

» Channel security , session hijack
« Routing protocols, flooding

[ Delivery end-to-end ]

+ Man or machine
» Maker or hacker

Figure 1.3: Attacks on phases.

Application layer

+ Revealing sensitive data User authentication
+ Data destruction Intellectual property

Transport layer

«+ Denial of servie Distributed denial of service
+ Masquerade Man-in-the-middle
« Cross heterogenous

Network layer

+ Routing protocol
+ Address compromise

1A
JTETE TET

Sensing/perception layer

+ External attack Link layer attack

+ Witch attack HELLO flooding

+ Worm hole and sewage pool Selective forwarding
+ Boradcast authentication and flooding Access control

Figure 1.4: Possible attacks based on architecture.

1.3.1.2 Data sovereignty

Data sovereignty means that information stored in digital form is subject to the
laws of the country. The IoT encompasses all things across the globe and is hence
liable to sovereignty.
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1.3.1.3 Data loss

Data loss differs from data leakage in that the latter is a sort of revenge-taking
activity on the employer or administrator. Data loss is losing the work acciden-
tally due to hardware or software failure and natural disasters.

1.3.1.4 Data authentication

Data can be perceived from any device at any time. They can be forged by intrud-
ers. It must be ensured that perceived data are received from intended or legiti-
mate users only. Also, it is mandatory to verify that the data have not been altered
during transit. Data authentication could provide integrity and originality.

1.3.1.5 Attack on availability

Auvailability is one of the primary securities for the intended clients. Distributed
denial of service (DDoS) is an overload condition that is caused by a huge
number of distributed attackers. But this not the only overload condition that
makes the DCs unavailable to their intended clients. The varieties of overload
threat occurrence that cause DCs to freeze at malicious traffic are analyzed
here:

m Flooding by attackers
m Flooding by legitimates (flash crowd)
®  Flooding by spoofing

m Flooding by aggressive legitimates

1.3.1.5.1 Flooding by attackers

DDoS is flooding of malicious or incompatible packets by attackers toward the
DCs. This kind of overload threat can be easily detected by Matchboard Profiler.
If the attacker characteristic is found, the user can be filtered at the firewall.

1.3.1.5.2 Flooding by legitimates (flash crowd)

Flash crowd is an overload condition caused by huge numbers of legitimate users
requesting the DC resources simultaneously. This can be solved by buffering an
excess number of requests so that this overload condition remains live only for a
certain period of time.

1.3.1.5.3 Flooding by spoofing attackers

This is caused by impersonation which can be detected by acknowledging each
request and by maintaining the sequence number of the requests and requesters’
Internet protocol (IP) address.
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1.3.1.5.4 Flooding by aggressive legitimates

Aggressive legitimates are users who are restless and repeatedly initiate similar
requests within a short time span. This leads to an overload condition, where the
legitimate users flood the server with requests that slow down the DC perfor-
mance. These attacks are difficult to detect because of their legitimate charac-
teristics. By analyzing the inter-arrival time between data packets as well as the
values of the back-off timers, those attacks can be detected.

1.3.1.6 Modification of sensitive data

During transit from sensors, the data can be captured, modified, and forwarded
to the intended node. Complete data need not be modified; part of the message is
sufficient to fulfill the intention.

Modification takes place in three ways: (1) content modification, in which
part of the information has been altered; (2) sequence modification, in which the
data delivery has been disordered, making the message meaningless; and (3) time
modification, which could result in replay attack.

For example, if an ECG report has been altered during a telemedicine diagno-
sis, the patient may lose his or her life. Similarly, in road traffic, if the congestion
or accident has not been notified to following traffic, it could result in another
disaster.

1.3.2 Attacks as per architecture

The IoT has not yet been confined to a particular architecture. Different vendors
and applications adopt their own layers. In general, the IoT is assumed to have
four layers: the lowest-level perception layer or sensing layer, the network layer,
the transmission layer, and the application layer. Figure 1.4 depicts the layers and
the possible threats to each layer.

1.3.2.1 External attack

In order to make full use of the benefits of the IoT, security issues need to be
addressed first. Trustworthiness of the cloud service provider is the key concern.
Organizations deliberately offload both sensitive and insensitive data to obtain
the services. But they are unaware of the location where their data will be pro-
cessed or stored. It is possible that the provider may share this information with
others, or the provider itself may use it for malicious actions.

1.3.2.2 Wormhole attack

Wormbhole attack is very popular in ad hoc networks. IoT connects both station-
ary and dynamic objects, ranging from wristwatches and refrigerators to vehicles.
The link that binds these objects is also heterogeneous, may be wired or wireless,
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and depends on the geographical location. Here, the intruder need not compro-
mise any hosts in the network. The intruder just captures the data, forwards them
to another node, and retransmits them from that node. Wormhole attack is very
strange and difficult to identify.

1.3.2.3 Selective forwarding attack

Malicious nodes choose the packets and drop them out; that is, they selectively
filter certain packets and allow the rest. Dropped packets may carry necessary
sensitive data for further processing.

1.3.24 Sinkhole attack

Sensors, which are left unattended in the network for long periods, are mainly
susceptible to sinkhole attack. The compromised node attracts the information
from all the surrounding nodes. Thereby, the intruder posts other attacks, such as
selective forward, fabrication, and modification.

1.3.2.5 Sewage pool attack

In a sewage pool attack, the malicious user’s objective is to attract all the mes-
sages of a selected region toward it and then interchange the base station node in
order to make selective attacks less effective.

1.3.2.6 Witch attack

The malicious node takes advantage of failure of a legitimate node. When the
legitimate node fails, the factual link takes a diversion through the malicious
node for all its future communication, resulting in data loss.

1.3.2.7 HELLO flood attacks

In HELLO flood news attacks, every object will introduce itself with HELLO
messages to all the neighbors that are reachable at its frequency level. A mali-
cious node will cover a wide frequency area, and hence it becomes a neighbor to
all the nodes in the network. Subsequently, this malicious node will also broad-
cast a HELLO message to all it neighbors, affecting the availability. Flooding
attacks cause nonavailability of resources to legitimate users by distributing a
huge number of nonsense requests to a certain service.

1.3.2.8 Addressing all things in loT

Spoofing the IP address of virtual machines (VMs) is another serious security
challenge. Malicious users obtain the IP address of the VMs and implant mali-
cious machines to attack the users of these VMs. This enables hacking, and the
attackers can access users’ confidential data and use it for malicious purposes.
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Since the cloud provides on-demand service and supports multitenancy, it is also
more prone to DDoS attack. As the attacker goes on flooding the target, the tar-
get will invest more and more resources into processing the flood request. After
a certain time, the provider will run out of resources and will be unable to ser-
vice even legitimate users. Unless DLP agents are embedded in the cloud, due
to multitenancy and the movement of data from users’ control into the cloud
environment, the problem of data leakage will also exist.

The Internet has been expanding since its inception, and with it, threats to
users and service providers. Security has been a major aspect of the Internet.
Many organizations provide services through the Internet that involve banking
transactions, registrations, and so on. As a consequence, these websites need to
be protected from malicious attacks.

1.3.2.9 Distributed denial of service (DDoS)

DDoS, an attack initiated and continued by some hundreds or even thousands
of attackers, starts by populating unwanted traffic packets with enormous size in
order to capture and completely deplete memory resources. At the same time,
the traffic disallows legitimate requests from reaching the DC and also depletes
the bandwidth of the DC. This eventually leads to unresponsiveness to legitimate
requests. A denial of service (DoS) or DDoS attack can overwhelm the target’s
resources, so that authorized users are unable to access the normal services of the
cloud. This attack is a cause of failure of availability. Table 1.1 shows the various
types of DDoS attacks, the tools used, and the year of origination.

1.3.2.10 Flash crowd

A flash crowd is basically a sudden increase in the overall traffic to any specific
web page or website on the Internet and the sudden occurrence of any event
that triggers that particular massive traffic of people accessing that web page or
website.

Less robust sites are unable to cope with the huge increase in traffic and
become unavailable. Common causes of flash crowd are lack of sufficient data
bandwidth, servers that fail to cope with the high number of requests, and traffic
quotas.

1.3.2.11 IP spoof attack

Spoofing is a type of attack in which the attacker pretends to be someone else
in order to gain access to restricted resources or steal information. This type of
attack can take a variety of different forms; for instance, an attacker can imper-
sonate the IP address of a legitimate user to get into their accounts. IP address
spoofing, or IP spoofing, refers to the creation of IP packets with a forged source
IP address, called spoofing, with the purpose of concealing the identity of the
sender or impersonating another computing system.
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Table 1.1 Origin of DDoS attacks

DDoS Tool
Fapi

Trinoo

Tribe Flood Network

(TEN)
Stacheldraht

Shaft
Mstream

Trinity

Tribe Flood Network

2K (TFN2K)
Ramen

Code Red and Code
Red II

Knight
Nimda

SQL slammer

DDOSIM (version
0.2)

Loris
Qslowloris

L4D2
XerXeS

Saladin
Apachekiller

Tor’s Hammer

Anonymous LOIC
tool

Possible Attacks

UDP, TCP (SYN and ACK), and
ICMP floods

Distributed SYN DoS attack

ICMP flood, SYN flood, UDP
flood, and SMURF-style attacks

ICMP flood, SYN flood, UDP
flood, and SMUREF attacks

Packet flooding attacks

TCP ACK
Flood attacks

UDP, fragment, SYN, RST, ACK,
and other flood attacks

UDP, TCP, and ICMP Teardrop
and LAND attacks

Uses back chaining model for
automatic propagation of attack

TCP SYN Attacks

SYN attacks, UDP flood attacks

Attacks through e-mail
attachments and SMB networking
and backdoors attacks

SQL code injection attack
TCP-based connection attacks

Slowloris attack and its variants,
viz. Pyloris

Attacks the websites, e.g., IRC
bots, botnets

Propagation attacks

WikiLeaks attacks, QR code
attacks

Webservers attacks, Tweet attacks

Apache server attacks, scripting
attacks

http POST attacks

Year

June 1998

June 1999
August 1999

Late summer of
1999

November 1999
April 2000

August 2000
December 2000
January 2001
July and August
2001

July 2001
September 2001

January 2003
November 2010
June 2009

June 2009

2009
2010

November 2011
August 2011

2011
2013
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IP spoofing is most frequently used in DoS attacks. In such attacks, the goal is
to flood the victim with overwhelming amounts of traffic, and the attacker does
not care about receiving responses to the attack packets. They have additional
advantages for this purpose—they are more difficult to filter, since each spoofed
packet appears to come from a different address, and they hide the true source of
the attack.

There are three different types of spoof attacks: impersonation, hiding attack,
and reflection attack. Congestion is a threat in any network if the number of
incoming packets exceeds the maximum capacity. The factor that is affected at
the time of congestion is throughput.

1.3.2.12 Types of spoof attacks

Among the several types of spoofing attacks, the following attacks are addressed,
as they are launched on behalf of clients and destroy the DC’s resources.

Type 1, Hiding attack: Attackers simultaneously send a large number of
spoofed packets with random IP address. This creates chaos at the DC regard-
ing which specific packets should be processed as legitimate packets, shown in
Figure 1.5.

Type 11, Reflection attack: Attackers send spoof packets with the source IP
address of the victim to any unknown user. This causes unwanted responses
to reach the victim from unknown users and increases the flood rate, shown in
Figure 1.6.

Type 111, Impersonation attack: Attackers send spoof packets with the source
IP address of any unknown legitimate user and acting as a legitimate user. This
is equivalent to a man-in-the-middle attack. The spoof attacker receives requests
from clients, spoofs IP, and forwards the requests to the DC, acting as a legitimate
user. The responses of the DC are again processed intermediately and sent to the
clients. This leads to confidentiality issues and data theft or loss at the DC, as
shown in Figure 1.7.

Striving to
identify original
source code

H H Source: random

destination: DC

Data center

Client

Spoof attacker

Figure 1.5: Hiding attack.
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Source: DC
Destination: client

~e

Spoof attacker Client
Reply message:
Source: Client
Replies without Destination: DC
prioir
requisition

Data center

Figure 1.6: Reflection attack.

Packets from
clients

ﬁ m Source: client ’ y

destination: DC

Data center

Spoof attacker Client

Figure 1.7: Impersonation attack.

If a proper spoof detection mechanism is not in place, the DC could respond
badly, leading to a partial shutdown of services.

® In network-level DDoS, the attackers will try to send invalid requests
with the aim of flooding the cloud service provider (CSP); for example,
requests for a half-open connection.

m In service-level DDoS, the attacker will be sending requests that seem
to be legitimate. Their content will be similar to a request made by a
legitimate user. Only their intention is malicious.

1.3.2.13 Goodput

Goodput is the application-level throughput, that is, the number of useful infor-
mation bits, delivered by the network to a certain destination, per unit of time.
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The amount of data considered excludes protocol overhead bits as well as retrans-
mitted data packets. The goodput is a ratio between the amount of information
delivered and the total delivery time. This delivery time includes interpacket time
gaps, overhead in transmission delay, packet queuing delay, packet retransmis-
sion time, delayed acknowledge, and processing delay.

1.3.2.14 Data centers (DCs)

A DC is a centralized repository, either physical or virtual, for the storage, man-
agement, and dissemination of data and information organized around a particu-
lar body of knowledge or pertaining to a particular business.

A DC is a facility used to house computer systems and associated compo-
nents and huge storage systems. The main purpose of a DC is to run the appli-
cations that handle the core business and operational data of the organization.
Such systems may be proprietary and developed in house by the organization, or
bought from enterprise software vendors. Often, these applications will be com-
posed of multiple hosts, each running a single component. Common components
of such applications are databases, file servers, application servers, middleware,
and various others.

1.3.2.15 Botnet

A botnet is a collection of Internet-connected computers whose security
defenses have been breached and control ceded to a malicious party. Each such
compromised device, known as a “bot,” is created when a computer is penetrated
by software from a malware distribution, otherwise known as malicious soft-
ware. The controller of a botnet is able to direct the activities of these compro-
mised computers through communication channels formed by standards-based
network protocols such as Internet Relay Chat (IRC) and hypertext transfer pro-
tocol (http).

In DDoS attacks, multiple systems submit as many requests as possible to
a single Internet computer or service, overloading it and preventing it from ser-
vicing legitimate requests. An example is an attack on a victim’s phone number.
The victim is bombarded with phone calls by the bots, attempting to connect to
the Internet.

1.3.2.16 Confidentiality

All the clients’ data are to be transacted in a network channel with greater visi-
bility regarding assurance for the intended clients that data are tamperproof.
1.3.2.17 Physical security

Hardware involved in serving clients must be continuously audited with a safe
checkpoint for the sake of hysteresis identification of threats.
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1.3.2.18 Software security

Corruption or modification of application software by threats could affect several
clients who depend on that particular application programming interface (API)
and related software interfaces.

1.3.2.19 Network security

Bandwidth attacks such as DoS and DDoS can cause severe congestion the net-
work and also affect normal operations, resulting in communication failure.

1.3.2.20 Legal service-level agreement (SLA) issues

SLAs between customer and service provider must satisfy legal requirement, as
the cyber laws vary for different countries. Incompatibilities may lead to compli-
ance issues.

1.3.2.21 Eavesdropping

Eavesdropping is an interception of network traffic to gain unauthorized access.
It can result in failure of confidentiality. The man in the middle attack is also a
category of eavesdropping.

The attack sets up a connection with both victims involved in a conversation,
making them believe that they are talking directly but infecting the conversation
between them.

1.3.2.22 Replay attack

The attacker intercepts and saves old messages and then sends them later as one
of the participants to gain access to unauthorized resources.

1.3.2.23 Back door

The attacker gains access to the network through bypassing the control mech-
anisms using a “back door,” such as a modem and asynchronous external
connection.

1.3.2.24 Sybil attack

Impersonation is a threat in which a malicious node modifies the data flow route
and lures the nodes to wrong positions. In Sybil attack, a malicious user pretends
to be a distinct user after acquiring multiple identities and tries to create a rela-
tionship with an honest user. If the malicious user is successful in compromising
one of the honest users, the attacker gains unauthorized privileges that help in
the attacking process.
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1.3.2.25 Byzantine failure

Byzantine failure is a malicious activity that compromises a server or a set of
servers to degrade the performance of the cloud.

1.3.2.26 Data protection

Data Protection 1t is difficult for the cloud customer to efficiently check the
behavior of the cloud supplier, and as a result, the customer is confident that data
is handled in a legal way. But practically, various data transformations intensify
the job of data protection.

1.3.2.27 Incomplete data deletion

Incomplete Data Deletion Accurate data deletion is not possible, because copies
of data are stored in the nearest replica but are not available.

1.3.3 Attacks based on components

The IoT connects “everything” through the Internet. These things are heteroge-
neous in nature, communicating sensitive data over a distance. Apart from atten-
uation, theft, loss, breach, and disaster, data can also be fabricated and modified
by compromised sensors. Figure 1.8 shows the possible types of attacks at the
component level.

Verification of the end user at the entry level is mandatory; distinguish-
ing between humans and machines is extremely important. Different types
of Completely Automated Public Turing test to tell Computers and Humans

PC, PDA, mobile phone, Revealing private sensitive information
sensors, controllers, Duplicated SIM / UIM
gateways, and Virus, worms, trapdoors

communication devices

Data center, local

Fabrication, modification, disclosure
storage space

Storage

Impersonation,
Intrusion
compromise

Man, machine

Figure 1.8: Possible attacks based on components.
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Figure 1.9: Growth of IoT. (Courtesy of Forrester.)

Apart (CAPTCHA) help in this fundamental discrimination. With its exponential
growth, the IoT will soon dominate the IT industry, as shown in Figure 1.9.
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2.1 Introduction

The Internet of Things (IoT) [3] enables ubiquitous communication among dif-
ferent devices. However, the functionality and operations of the IoT heavily
depend on the underlying network connectivity structure. Despite the fact that the
IoT features ubiquitous communication among all kinds of electronic devices, it
inevitably raises security concerns due to seamless penetration and automated
integration among all sorts of applications. For example, an adversary may
leverage the interconnected devices for malware propagation [7, 16—19]. There-
fore, efficient and effective defense mechanisms are of the utmost importance
to ensure the reliability of the IoT [9, 12]. In particular, the U.S. Department of
Energy (DOE) has identified attack resistance to be one of the seven major prop-
erties required for the operation of the smart grid [1], which is an emerging field
of the IoT.

By representing the intricate connections of the [oT as a graph, we can inves-
tigate the network vulnerability of the IoT to various attack schemes. Three
defense schemes are investigated to counter fatal attacks: the intrinsic topologi-
cal defense scheme, the fusion-based defense scheme, and the sequential defense
scheme. Furthermore, by formulating the interplay between an adversary and a
defender as a two-player zero-sum game, in which they aim to maximize their
own payoffs in terms of network connectivity, we can use the game equilibrium
to evaluate network robustness. A sequential defense scheme is also introduced
to defend against fatal attacks in the IoT. The results are demonstrated via real-
world network data.

Throughout this chapter, we use the undirected and unweighted graph G =
(V, ) to characterize the network connectivity structure of the IoT, where V is
the set of nodes (devices) with size n, and £ is the set of edges (connections) with
size m. Equivalently, the graph can be represented by an n-by-n binary symmetric
adjacency matrix A, where A;; = 1 if there is an edge between nodes i and J;
otherwise, A;; = 0. For the following sections, we use the fraction of the largest
connected graph as a measure of network resilience to node or edge removals in
the IoT. Node or edge removals can be viewed as temporal device or connection
failures or targeted attacks in the [oT setting. For instance, node or edge removals
in a graph can be caused by denial of service (DoS) or jamming attacks, or by
natural occurrences.

2.2 Centrality Attacks, Network Resilience, and
Topological Defense Scheme
2.2.1 Centrality attacks

A node centrality measure is a quantity that measures the level of importance
of a node in a network. The utility of centrality measures is that they can break
the combinatorial bottleneck of searching through all the possible permutations
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and combinations of nodes that might reduce largest component size. An attack
that removes nodes according to a measure of centrality will be referred to as a
centrality attack [14]. For example, the authors of [2, 6, 11, 28] study the effec-
tiveness of degree centrality attacks, that is, removing the largest hub nodes, as a
way to reduce the size of the largest component of the network. However, it has
been shown in [13] that node degree is not the most effective centrality measure
for minimizing largest component size. For different network topologies, investi-
gating resilience of network connectivity to centrality attacks provides a unified
metric for evaluating network vulnerabilities.

Let ; denote the set of nodes connecting to node i (i.e., the set of neighbors
of node i), and let |\;| denote the set size. The degree of node i is the number

of edges connected to it, that is, d; = Z‘j]jl A;j = |N;|. The degree matrix D is
defined as D = diag (dl,dz, e ,d|v|), where D is a diagonal matrix with degree
information on its main diagonal, the rest of the entries being 0. The graph Lapla-
cian matrix L is defined as L = D — A, and therefore it encodes degree informa-
tion and connectivity structure of a graph. L is a positive semidefinite matrix, all
its eigenvalues are nonnegative, and trace(L) = 2|&|, where trace(L) is the sum
of eigenvalues of L, and |£] is the number of edges in G. Moreover, the smallest
eigenvalue of L is always 0, and the eigenvector of the smallest eigenvalue is a
constant vector. The second smallest eigenvalue of L, denoted by u (L), is also
known as the algebraic connectivity [21]. It has been proved in [21] that (L) is
a lower bound on node and edge connectivity for any noncomplete graph. That
is, algebraic connectivity < node connectivity < edge connectivity.

The centrality of a node is a measure of the node’s importance to the network.
Centrality measures can be classified into two categories: global and local mea-
sures. Global centrality measures require complete topological information for
their computation, whereas local centrality measures require only partial topo-
logical information from neighboring nodes. For instance, acquiring shortest
path information between every node pair is a global method required for the
betweenness centrality measure, and acquiring degree information of every node
is a local method. Some commonly used centrality measures are

B Betweenness [22]: Betweenness is the fraction of shortest paths passing
through a node relative to the total number of shortest paths in the net-
work. Specifically, it is a global measure defined as betweenness (i) =

>y %0
Wi jiek Ok

where oy; is the total number of shortest paths from  to j, and o; (i) is
the number of such shortest paths passing through i.

B Closeness [25]: Closeness is a global measure of shortest path distance
of a node to all other nodes. A node is said to have higher closeness if
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the sum of its shortest path distance to all other nodes is smaller. Let
p(i, j) denote the shortest path distance between node i and node j in a
connected graph; then closeness(i) = 1/3° ., ., p (i, J)-

B FEigenvector centrality (eigen centrality): Eigenvector centrality depends
on the ith entry of the eigenvector associated with the largest eigenvalue
of the adjacency matrix A. It is defined as eigen(i) = A} ey AijSj,
where Ay is the largest eigenvalue of A, and & is the eigenvector asso-
ciated with A.x. It is a global measure, since the eigenvalue decom-
position of A requires complete topological information of the entire
network.

B Degree (d;): Degree is the simplest local centrality measure, which is
simply the number of neighboring nodes.

m  Ego centrality [20]: Consider the (d; + 1)-by-(d; + 1) local adjacency
matrix of node i, denoted by A(i), and let I be an identity matrix. Ego
centrality can be viewed as a local version of betweenness that computes
the shortest paths between its neighboring nodes. Since [A%(i)]y; is the
number of two-hop walks between k and j, and [A%(i)o (I—A(i))] b is
the total number of two-hop shortest paths between k and j for all k # J,
where o denotes entrywise matrix product, ego centrality is defined as

ego(i) =D Zj>k 1/[A2(i) © (I_A(i))]kj'

B Local Fiedler Vector Centrality (LFVC) [15]: LFVC is a measure
that characterizes vulnerability to node removals. A node with higher
LFVC is more important for network connectivity structure. Let y (the
Fiedler vector) denote the eigenvector associated with the second small-
est eigenvalue pt(L) of the graph Laplacian matrix L. LFVC is defined
as LFVC(i) = > ;cp:(vi— ¥ ;)?. Although LFVC is a global centrality
measure, it can be accurately approximated by local computations and
message passing using the distributed power iteration method of [5] to
compute the Fiedler vector y.

Note that the edge centrality measure can be defined in a similar fashion.

2.2.2 Network resilience

When evaluating network resilience to different centrality attacks, we often com-
pare the number of node removals needed by a centrality attack to reduce the
largest component size to a certain amount, say, the number of nodes required
to reduce the largest component size to 10% of its original size. For illustra-
tion, Figure 2.1 shows the network resilience of the Europe Internet backbone
network topology (GTS-CE dataset) [23]. This network contains 149 nodes
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Figure 2.1: Resilience of network connectivity to different centrality attacks on the
Europe Internet backbone network topology (GTS-CE dataset). The largest compo-
nent size can be reduced to 20% of its original size by removing 10 nodes based on
LFVC or betweenness attacks. (Data from S. Knight, H.X. Nguyen, N. Falkner, R.
Bowden, and M. Roughan. The Internet topology zoo. IEEE J. Sel. Areas Commun.,
29(9), 1765-1775, 2011.)

(routers) and 193 edges (physical connections). In this network, betweenness
and LFVC attacks have comparable performance that results in 20% reduction
of the largest component size by removing 10 nodes from the network. The topo-
logical information needed to compute the centrality measures are updated when
anode is removed from the graph (i.e., a greedy removal approach). The network
resilience of a Western U.S. power grid can be found in [14].

2.2.3 Topological defense scheme

A topological defense scheme allows change of network topology to enhance
network resilience. It has been found in [14] that by swapping a small num-
ber of edges in the network topology, one is able to greatly improve network
resilience without including additional edges. As shown in Figure 2.2, the Europe
Internet backbone network can be secured by swapping 20 edges, such that the
rewired network is more robust to centrality attacks. Moreover, the proposed
edge rewiring method in [14] can be implemented in a distributed fashion, which
is particularly preferable for the IoT due to scalability.
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Figure 2.2: Network connectivity of the edge rewiring method when restricted to
10 greedy node removals on the Europe Internet backbone network topology (GTS-
CE dataset) [23]. The edge rewiring method can greatly improve network resilience
without introducing additional edges into the network. (Data from S. Knight, H.X.
Nguyen, N. Falkner, R. Bowden, and M. Roughan. The Internet topology zoo. IEEE
J. Sel. Areas Commun., 29(9):17651775, 2011; edge rewiring method proposed by
Pin-Yu Chen and Alfred O. Hero. Assessing and safeguarding network resilience to
nodal attacks. IEEE Commun. Mag., 52(11):138-143, 2014.)

2.3 Game-Theoretic Analysis of Network Robustness
and Fusion-Based Defense Scheme

In many cases, edge rewire is not permitted in the IoT due to circumstances such
as protocol confinement, geolocation constraint, and so on. In this scenario, one
seeks to use the nodal detectability to infer the presence of an attack [6, 8, 11].
A fusion-based defense mechanism is proposed [6, 8, 11] to infer the presence
of an attack based on the feedbacks from each node. The feedback information
can be as simple as a binary status report reflecting that each node is, or is not,
under attack, based on the node-level detection capabilities. Then, a network-
level attack inference scheme is carried out at the fusion center.

An illustration of the attack and fusion-based defense model for the 10T is
shown in Figure 2.3. A two-player game between the defender (the fusion center)
and the attacker is naturally formed, given the critical value of network resilience
(e.g., the largest component can be no less than 50% of its original size) and the
node-level detection configurations. Intuitively, from the adversary’s perspective,
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Attacker Defender

IoT network

Figure 2.3: Illustration of the attack and fusion-based defense model for the IoT.
The adversary attacks a subset of nodes, as indicated by the red dotted arrows.
The defender performs attack inference based on the attack status feedbacks from
another subset of nodes, as indicated by blue dashed arrows.

too few node removals cause hardly any harm to the network connectivity, while
too many node removals are prone to be detected by the fusion center, which
means that the attack is eventually in vain. From the defender’s perspective, infer-
ring attacks using all feedbacks might treat the topological attack as a false alarm,
since only a small subset of nodes are targeted. On the other hand, inferring
attacks using only a few feedbacks might suffer from information insufficiency
and therefore fail to detect the presence of attacks. Consequently, there exists a
balance point at which both attacker and defender are satisfied with their own
strategies, which is exactly the notion of Nash equilibrium in game theory [24].
At game equilibrium, no player’s payoff can be increased by unilaterally chang-
ing strategy. As a result, the game payoff at game equilibrium can be used to
study the robustness of a network.

As an illustration, we evaluate the network robustness of the Internet router-
level topology [2] and the EU power grid [26] in terms of the payoff of the
defender at the game equilibrium in Figure 2.4. The parameter Pp (Pr) denotes
the probability of declaring an attack when the attack is actually present (absent).
It is observed that the EU power grid is more robust to the Internet router-
level topology given the same parameters Pp and Pr, and the network robust-
ness approaches 1 as the detection capability increases, which suggests that the
adversary gradually loses its advantage in disrupting the network, and the dam-
age caused by malicious attacks can be alleviated by the fusion-based defense
mechanism.
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Figure 2.4: Network robustness of the Internet router-level topology and the EU
power grid under degree attack when Pr = 0.01. The topological map of the Internet
contains 6,209 nodes and 12,200 edges, and the EU power grid contains 2,783 nodes
and 3,762 edges. (The empirical data are the network parameters collected by Réka
Albert, Hawoong Jeong, and Albert-Laszlo Barabasi. Error and attack tolerance of
complex networks. Nature, 406(6794):378-382, 2000; Ricard V. Solé, Marti Rosas-
Casals, Bernat Corominas-Murtra, and Sergi Valverde. Robustness of the European
power grids under intentional attack. Phys. Rev. E, 77:026102, 2008.)

These results suggest that in addition to topological defense approaches (e.g.,
the edge rewiring method), one can improve network resilience of the IoT by
implementing network-level defense mechanisms. However, one main disad-
vantage of fusion-based defense is the acquisition of feedbacks from all nodes,
which may not be applicable to the IoT due to its enormous number of devices.
Nonetheless, fusion-based defense can be used in a hierarchical manner for mul-
tilayer defense.

2.4 Sequential Defense Scheme

A sequential defense scheme is proposed by [10] that sequentially collects feed-
backs from high degree nodes for attack inference. The advantage of sequen-
tial defense is that there is no need to acquire feedbacks from all nodes, and it
terminates the collection process once sufficient feedbacks have been collected
for attack inference. The enormous network size (e.g., Internet routers or sen-
sors in the IoT) renders simultaneous data transmissions infeasible, especially
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for wireless networks with scarce radio resources. Moreover, due to the large
network size and limited computational power, analyzing the collected informa-
tion from all nodes incurs tremendous computation overheads, and it may fail to
provide timely defense.

It is worth mentioning that the sequential defense scheme is quite distinct
from the traditional data fusion scheme [27] due to the fact that the attack may not
be a common event to all the nodes in the network. In other words, an intelligent
adversary can target some crucial nodes instead of launching attacks on the entire
network to efficiently disrupt the network and reduce the risks of being detected,
which therefore hinders the precision of attack inference and poses severe threats
to the network robustness.

It is proved in [10] that a relatively small fraction of feedbacks is sufficient to
detect fatal attacks on the network prior to network disruption. We compare the
number of node removals required for a network to break down and the number
of feedbacks needed for the sequential defense scheme to detect the attack under
three different real-world networks: the webpage links in the World Wide Web
(WWW) [4], the Internet router-level topology [2], and the EU power grid [26].
Figure 2.5 shows the number of feedbacks needed for sequential defense under
different parameters Pp and Pr. It can be observed that there is a surge in the
number of required observations when Py is large and Pp is small, as intuitively
one needs more observations to verify the presence of an attack in the circum-
stances of low detection capability and high false alarm rate. Comparing the

250 -
200 4
150 A

100 +

50 4

Number of feedbacks for attack inference

Figure 2.5: Expected number of feedbacks required for the sequential defense
scheme to detect a degree attack. The critical values for the WWW, the Internet,
and the EU power grid to break down are 21,824, 187, and 766, respectively.
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critical number of node removals for network breakdowns, the required numbers
of feedbacks for these three networks are less than the critical value for mod-
erate Pp and Pr. These results suggest that sequential defense can effectively
detect an attack prior to network breakdown by acquiring only a small number
of feedbacks.

2.5 Conclusion

This chapter introduces several centrality attacks that aim to maximally disrupt
the connectivity of an IoT network, and three defense schemes to counter these
fatal attacks are investigated. The first one is the topological defense scheme,
which allows edge swapping to enhance intrinsic network resilience. The second
one is the fusion-based defense mechanism and the game-theoretic perspective
of network robustness. The third one is the sequential defense scheme, which
enables efficient attack inference with only a few feedbacks from the network.
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In this chapter, we consider safety issues arising in vehicular ad hoc networks
(VANETsS) (Figure 3.1). Although vehicular networks originated in the infotain-
ment domain, today they are also used in many safety-critical systems such as
in an emergency vehicle grid. Due to the open nature of vehicular networks,

35
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Figure 3.1: Architecture of vehicular ad hoc network

they are more amenable to malicious attacks; and, due to their high mobility and
dynamic topology, the detection and prevention of such attacks is also more dif-
ficult. We consider one such attack in this chapter, the Sybil attack, in which an
attacker tries to violate the unique vehicular ID property by forging or fabricating
it and presenting multiple identities. A Sybil attack is a serious threat because it
can result in large-scale denial of service or other security risks in the network.
This chapter presents a new method to prevent Sybil attacks in a vehicular net-
work based on the traditional cryptographic techniques, as well as the unique
features of the network. A key feature of the methodology is the use of fixed
roadside units and a central authority. This chapter presents a formal model of
the system using the Promela language and shows how the safety property can
be verified using the SPIN model checker.

3.1 Introduction

The automobile today has evolved from a complex electromechanical system to
a “computer system on wheels” and vehicular networks are pushing the frontier
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of the internet of things (IoT) to include the large class of highly mobile entities;
namely, vehicles. With the inclusion of vehicles and communication between
vehicles, as well as between vehicles and the infrastructure, the “internet of vehi-
cles” can potentially provide real-time connectivity between vehicles around
the globe. By further providing connectivity with entities such as traffic lights
and RFID devices, we move closer toward the goal of a safe and efficient
traffic environment. A vehicle has potentially has more storage, communica-
tion, and computing capacity compared to other embedded and mobile devices,
and hence, vehicular networks can act as core infrastructure to connect various
things.

The vehicular ad hoc network (VANET) facilitates communication between
vehicles in the network by sharing road conditions and safety information. The
network is especially useful in dense urban regions in promoting greater road
safety and efficient traffic control. In contrast with a mobile ad hoc network, a
vehicular ad hoc network has a highly dynamic network topology owing to the
rapid movement of vehicles, with frequent disconnections in the network and
more resource constraints [13]. It uses a combination of networking technolo-
gies such as Wi-Fi IEEE 802.11p, WAVE IEEE 1609, WiMAX IEEE 802.16,
Bluetooth, IRA, and ZigBee.

There are two types of communication in a vehicular network: (i) vehicle-to-
vehicle and (ii) vehicle-to-network-infrastructure. The open nature of VANET
communication makes it much more amenable to malicious attacks [11, 18],
and the dynamic nature of vehicular movement makes it difficult to pro-
tect against these. In this chapter, we consider one such attack, the Sybil
attack, in which a single entity can gain control over a substantial fraction
of the system by presenting multiple identities [4]. There are mainly two
types of Sybil attacks: (i) a single node presents multiple identities; and (ii) a
Sybil node uses the identity of another node. Sybil attacks violate the funda-
mental assumption of one-to-one correspondence of a node with its identity.
There are several adverse effects that result from a Sybil attack in a VANET
environment [1, 14]:

m Routing: The Sybil attack affects the performance of geographical rout-
ing and leads to large-scale denial of service.

m  Tampering with voting and reputation systems: Reputation and trust man-
agement system crucially depend upon the unique ID and authenticity of
the node. A Sybil attack violates this assumption and results in erroneous
computation of reputation values.

m  Fair resource allocation: A node with multiple identities can exploit
the network to its advantage by using more bandwidth and network
time.
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m Data aggregation: Wireless sensor networks typically aggregate the val-
ues from sensor nodes rather than sending individual values. A Sybil
node can manipulate these values, resulting in misleading aggregate
values.

Our motivation in this chapter is to present an effective approach for Sybil
attack detection in the setting a highly dynamic vehicular ad hoc network. Basi-
cally, a Sybil attack can be prevented by using public key certificates issued by
a central authority (CA) [4]. Such an approach is not scalable because the CA
can become a bottleneck in communication. Although methods have been pro-
posed to prevent a Sybil attack in a VANET [2, 10, 15], they fail to capture the
dynamic characteristics of the network. Our method makes use of the roadside
unit (RSU) along with a cryptographic certificate scheme with position verifica-
tion to capture the dynamic context of a vehicle in the network. Essentially, in
our approach, the RSU acts as an authority to verify the authenticity of a vehi-
cle node by using the information in nearby RSUs. The idea is that an RSU can
contact nearby RSUs more quickly compared with the CA.

Thus, the contribution of our work is an effective detection mechanism for
Sybil attacks, using a semicentralized approach, by taking advantage of the
presence of RSUs in addition to the CA. Essentially, we distribute the function
performed by the CA through the RSUs to capture the dynamic nature of the net-
work. A real vehicular network typically contains thousands of vehicular nodes
and hundreds of RSUs. Before deploying the system in a real environment, it is
desirable to model the key aspects of the technique at an abstract level and check
the correctness of the proposed protocol. We therefore develop a formal model
of our approach and verify its key properties using a model-checking approach
[3], since it supports reasoning over all possible paths of execution.

We develop a specification of the vehicular network using Promela (Process
Meta Language) and check its correctness using the open-source model checker
SPIN (Simple Promela Interpreter) [6]. Vehicles, RSUs, and the CA are mod-
eled as Promela processes, and the communication between them is represented
by Promela channels. Promela supports the dynamic creation of processes as
well as channels, the latter being a crucial capability for modeling the mobil-
ity of vehicles from one RSU to another. Attack detection is also modeled as a
process that continuously observes the network for any violation of the key sys-
tem properties, including the property that only one vehicle uses a given ID for
communication.

The remainder of this chapter is organized as follows: Section 2 presents
closely related approaches for Sybil attack detection and their limitations;
Section 3 presents the overall design of our Sybil attack detection method;
Section 4 gives a formal specification and verification of our method using
Promela/SPIN; and Section 5 presents conclusions and areas of further work.
The full Promela model is given in the appendices.
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3.2 Related Work

A Sybil attack can cause harm to various layers of communication [7, 16]. In this
section, we discuss the methods that have been proposed for different network
scenarios.

Newsome et al. [8] propose a detection scheme based on resource testing
for wireless sensor networks, assuming that each entity has limited resources.
According to this approach, communication capability is used for resource test-
ing. The principle here is that radio is incapable of simultaneously sending or
receiving on more than one channel. If a node wants to verify its neighboring
nodes, it will assign each of its neighbors to a different channel to broadcast
messages. The verifier node then randomly selects a channel to listen to. If it
receives the message on the assigned channel, then it is a legitimate node; other-
wise it is a Sybil node. But an attacker can, in practice, use unlimited resources
or radios to launch an attack.

Douceur [4] notes that a Sybil attack can be effectively prevented using public
key certificates issued by a CA. However, due to the dynamic nature of VANET,
it is impractical to communicate with a CA each time. Also, in this method, an
attacker can easily use a stolen certificate for communication because there is no
certificate binding with a unique physical identification.

Zhou et al. [19] proposed a scheme to preserve privacy based on pseudonyms.
Here, each vehicle has a set of pseudonyms issued by the Department of Motor
Vehicles (DMV). For each communication, a vehicle uses one of its pseudonyms
rather than its real ID. Pseudonyms in vehicles are hashed to a unique value,
and hence cannot be used to launch a Sybil attack. This scheme needs a lot of
communication with the central authority for pseudonym verification, making it
less practical in the highly dynamic context of a vehicular network.

Park et al. [10] suggest a scheme based on the time-series approach. Here,
each vehicle-to-vehicle communication contains a unique time series certificate
certified by the RSU. This method is based on the basic assumption that it is not
possible for two vehicles to pass through the same RSU at same time. A vehicle
can detect a Sybil attack when it receives a similar certificate from a different
vehicle. This method can identify a Sybil attack to some extent, but here, attack
detection occurs at the vehicle level. This scheme is based on the dense deploy-
ment of RSUs. This method is applicable only if both the Sybil node and the
actual node are within the range of the same RSU.

The position verification scheme [12] is an another approach to detect a legit-
imate node. It is based on the assumption that a vehicle can be present at only one
position at a particular time. Yan et al. [17] presented an approach for position
verification using onboard radar at a node to verify the location of a neighboring
vehicle. Here, each vehicle sends a message with location information. A vehi-
cle can cross-check the presented location information using onboard radar, but
location verification is limited by its range.
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According to Guette et al. [5], secure hardware built on a trusted platform
(TPM) can be used to prevent Sybil attacks in a VANET. Secure information is
stored in the TPM; hence, forging and fabrication of data is impossible. Creden-
tials are trusted by car manufacturers and the communication between two TPMs
are protected from attack.

3.3 Location Certificate-Based Scheme

Our proposed approach for Sybil attack detection is based on a traditional public
key certificate together with position verification. In this approach, the whole
network is viewed as a tree-like structure rooted at the CA, which maintains
information about all vehicles in the VANET. At the second level, or layer, from
the root is the set of all RSUs, which effectively constitute a fixed infrastructure.
Unlike a normal tree structure, there are links between RSUs. The third (and
last) level from the root contains the mobile nodes (vehicles). Each vehicle has a
unique ID and certificate registered with the CA.
The main properties of the proposed design are as follows:

B No dependence on specialized hardware: This scheme does not need any
special type of hardware. It makes use of existing infrastructure for the
detection of attacks.

B The CA and RSUs both participate in detection: This approach avoids
a central bottleneck in communication, and attack detection happens at
both the CA and RSU levels. The support of other vehicles in the network
is not needed.

B Node authentication depends on geolocation information: The claimed
location of nodes is verified using the strength of received signals and
also the geographic location of nodes.

m  Support for high vehicular mobility: Our proposed approach supports a
high mobility of vehicles between RSUs. The overhead associated with
attack detection does not affect the performance of the VANET.

m  Sybil nodes are isolated from the network: The Sybil node will be auto-
matically removed from the network and will be prevented from engaging
in any further communication.

The fundamental assumptions for the proposed scheme are as follows: (i)
Each RSU must know its geographical location. (ii) The RSUs are connected to
adjacent RSUs and the CA with a high-speed back end. (iii) RSUs are considered
as trusted entities. (iv) Each vehicle is registered with the CA with a unique
ID and public key certificate. (v) Each vehicle has a GPS device to acquire its
geolocation.
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encrypt (M={Vid, position,

Vj timestamp, sign (M, PI(V,‘I)}, RSU
PKRS))

i

Figure 3.2: Communication from vehicle to RSU

3.3.1 Sybil node detection scheme

Our proposed scheme is founded on the concept of a location certificate issued
by a RSU for communication with other vehicles under the same RSU. For each
vehicle j, the CA stores the vehicle ID with the corresponding public key (PKVj).
Each RSU continuously broadcasts its public key (PKRS) using the beacon
signal. Before we describe the major steps in this scheme, we first clarify the

common notations used in this scheme in the table below.

Notation Meaning

(PKCA,PKCA ~1) | Public and private key of CA

(PKRS ;,PKRS ; ~1) | Public and private key of ith RSU unit
(PKV ;, PKV ; —1) | Public and private key of jth vehicle

1. Suppose the jth vehicle enters the ith RSU’s range (Figure 3.2). This step

is a one-time process for each session and occurs only if the vehicle does
not have a valid location certificate. The vehicle creates a location certifi-
cate request in the following format: {vehicle ID, position, timestamp}.
Here, position is taken from the GPS sensor. For communication secu-
rity, a message is signed using the vehicle’s private key, PKV; ~!, and
encrypted by the ith RSU’s public key.

. When obtaining a location request from the jth vehicle, the RSU first ver-
ifies the claimed position using the received signal strength (RSS), since
it is possible to calculate the distance from a node using the RSS [9]. If it
is valid, the RSU forwards the encrypted request to the CA using PKCA
(Figure 3.3). If the claim of the vehicle is invalid, the RSU notifies the
vehicle ID to adjacent RSUs.

. The CA verifies the request using PKV; and checks if the jth vehicle is
registered anywhere in the network. If it is not, it registers the vehicle loca-
tion with the RSU and notifies the corresponding RSU using the vehicle’s
PKYV; (Figure 3.4). The CA knows the public key of all RSUs and hence
can securely communicate with RSUs.
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encrypt (M={Vid, position,
RSU; timestamp, sign (M, PKVj’l},
PKCA)

Figure 3.3: Communication from RSU to CA

encrypt (M:{PKVj, Vid}, PKRS;) RSU
i

Figure 3.4: Communication from CA to RSU

. 5 ~ encrypt (M={rsu_id, Vid E !

RSU; rsu_shared_key, expiry_time}, Vi
PKV))

Figure 3.5: Communication from RSU to vehicle

4. After obtaining the confirmation from the CA, the RSU issues a location
certificate with {rsu_ID, rsu_shared key, vehicle ID, expiry_time} which
is encrypted with the vehicle’s public key (Figure 3.5). If the CA detects
a Sybil attack, it will inform the RSU concerned, which in turn will not
issue a certificate to the vehicle.

5. A particular vehicle communicates with other vehicles using an
rsu_shared_key. Each vehicle continuously checks the expiry_time of the
location certificate and sends a location certificate request before the expi-
ration of the previously issued certificate. The valid location certificate
acts as a key for vehicle-to-vehicle communication.

6. If a vehicle enters the range of the next RSU, it again sends a location cer-
tificate request to the RSU, but it includes the position certificate from pre-
vious RSU (Figure 3.6). When the kth RSU gets a request with a position
certificate from the ith RSU, it checks the validity of the certificate from
the ith RSU and acquires the public key of the corresponding vehicle. The
kth RSU then issues the certificate and notifies the CA of the vehicle ID
and rsu_ID. Subsequently, the ith RSU removes the corresponding vehicle
from its storage.
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Figure 3.6: Communication from vehicle to RSU with previous location certificate

Evaluation. In this scheme, the Sybil node detection happens at two lev-
els. Each RSU can verify the node (vehicle) based on location information, and
the CA can check whether the node registration occurred anywhere in the net-
work using a unique ID. An attacker cannot send a legitimate request to the CA,
since the CA can check the validity of the message using the vehicle’s public
key. Each RSU requires less storage space because it stores information only of
those vehicles that are within its range—an RSU erases a vehicle’s details after
it moves to the next RSU. Without a location certificate, vehicles cannot com-
municate with other vehicles and this prevents a Sybil node from taking part in
further communication. If an RSU or the CA detects a Sybil attack, it informs
nearby RSUs, which in turn can reject a vehicle request without going through
the remaining process.

3.4 Formal Modeling and Verification

Formal verification is a method to check various system properties such as live-
ness, deadlock, and design errors. SPIN is a powerful tool to conduct formal
verification of concurrent systems using specifications in Promela, a process
specification language. We model the location certificate distribution method
without considering the cryptographic processes involved with it. Here the CA,
RSUs, and vehicles are modeled as a Promela proctype. The system has multiple
instances of RSUs and vehicles. Communication between these processes occurs
through Promela channels. Each RSU maintains, for vehicle communication, a
certificate request channel (veh_rsu_chan) and a certificate response channel
(rsu_veh_chan). These channels are asynchronous and defined as

chan veh_rsu_chan[NO_OF_RSU+1]1=[0] of {CER_REQ};
chan rsu_veh_chan[NO_OF_RSU+1]=[0] of {CER_RES};

The types CER_REQ and CER_RES represent, respectively, the certification
request from a vehicle and the response from the RSU. A location certifi-
cate request contains the vehicle identity (veh_ID), vehicle location (veh_loc),
request time, and available location certificate. The initial RSU ID is supplied
by the initialization process. Vehicle movement is achieved by changing RSU
IDs and locations. These structures are defined through Promela typedefs
(Figure 3.7).
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CA_RSU_CHAN[1] Proctype CA CA_RSU_CHAN[2]
ﬂ RSU_CA_CHAN

[ RSU_REQ_CHAN][2]
Proctype RSU[1] r ....................................... * Proctype RSU[2]

PR—— RSURES_CHANI] ...

VEH_RSU_CHANI[1] RSU_VEH_CHAN[1] VEH_RSU_CHAN[2] VEH_RSU_CHAN[2]
Proctype| |Proctype Proctype| |Proctype
Vehicle[1]| [Vehicle[2] Vehicle[3] ehicle[4]

Figure 3.7: Promela channels and process types

typedef CER_REQ {byte veh_ID; byte veh_loc; byte rsu_ID;
int loc_cert; int time;
} typedef CER_RES {byte veh_ID; byte rsu_ID; int loc_cert;}

The type 1loc_cert contains a positive value for a valid certificate. After obtain-
ing a valid certificate from the RSU, the vehicle process increments the RSU
ID by one and tries to associate with it using the current location certificate. The
vehicle proctype is detailed in Appendix 3A.1. The RSU uses two other channels
to communicate with the CA: one for communication from the RSU to the CA
(rsu_ca_chan) and the other from the CA to the RSU (ca_rsu_chan).

chan rsu_ca_chan=[0] of {RSU_REQ};
chan ca_rsu_chan[NO_OF_RSU+1]=[0] of {CO_RES}

According to the proposed scheme, the RSS (received signal strength) method
is used at each RSU for location verification. It is difficult to model such an
environment in SPIN. Therefore, here we are using a simpler method for location
verification. The RSU checks that the location is within a 4 km range of the RSU.
If this is so and the request contains an invalid certificate, then the RSU forwards
it to the CA using the RSU_REQ data structure.

typedef RSU_REQ {byte veh_ID; byte rsu_ID; bit update;}

The update field in RSU_REQ is set to zero for a request with an invalid certificate.
If a request from a vehicle contains a valid certificate, the request is forwarded
to the RSU which issued the current certificate. To communicate with nearby
RSUs, each RSU maintains a request and response channel.

chan rsu_req_chan[NO_OF_RSU+1]1=[0] of {CER_REQ,byte}
chan rsu_res_chan[NO_OF_RSU+1]=[0] of {CO_RES}
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Here, CO_RES is the common response format of an RSU:
typedef CO_RES {byte veh_ID; bit status;}

After receiving a positive request from a nearby RSU or the CA, the RSU issues
the new certificate through the cer_res_chan channel. To update the certificate,
the RSU informs the CA of the new rsu_ID. Here, we again use the CA_REQ
structure with an enabled update bit. The CA maintains a database with veh_ID
and rsu_ID information, which effectively maps the vehicle identity to the RSU
identity under which it is present.

typedef VEHID_STORE {byte veh_ID; byte rsu_ID;}

The CA can check whether a vehicle is registered in any other RSU using the
database. If it is already registered, the CA informs the RSU about a possible
Sybil attack attempt. In this situation, the RSU updates its local storage with the
invalid certificate for the particular vehicle. This will prevent the vehicle from
obtaining a valid certificate on a subsequent request. The complete RSU and CA
proctypes are detailed in Appendices 3A.2 and 3A.3, respectively.

Verification. The verification process ensures that no vehicle has a valid loca-
tion certificate from two different RSUs at the same time. Each RSU maintains
a copy of the currently active location certificate within its range. We use an
observer process to verify this property, by having it scan different RSUs and
ensuring that each vehicle has only one valid location certificate. In the specifi-
cation below, the assert clause fails if two RSUs have a valid certificate for the
same vehicle.

active proctype Observer(){

int i;
int j;
do
:: for (i : 1 .. NO_OF_RSU) {
atomic{
for(j:1 .. NO_OF_RSU){
if

(i!'=j && rsu_pids[i] > 0 &% rsu_pids[j]l > 0) ->
for(k:1 .. NO_OF_VEH){
assert (! (RSU[rsu_pids[i]]:loc_cert[k] > 0 &&
RSU[rsu_pids[jl]:loc_cert[k] > 0));
}
11 else -> skip;
fi
3
od
}

Figure 3.8 shows the kind of output produced by SPIN. We briefly explain
this output:
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B 5:Vehicle is a legitimate node with identity 1, and 6:Vehicle is a
malicious (Sybil) node that is using the same ID as 5:Vehicle.

m The input received by veh rsu chan[1]71,4,0,-1,0 represents the
location certificate requested by 5:Vehicle through RSU 3:RSU. This
RSU consults with the CA and assigns a valid certificate through
rsu_veh_chan[1]71,1,4.

m  The Sybil node, 6:Vehicle, tries to associate with 4 : RSU but obtains an
invalid certificate from the RSU via rsu_veh_chan[2]71,2,-1).

m  The Sybil node repeatedly tries to obtain a valid certificate, but does not
succeed.

3.5 Conclusion

This chapter presents a novel approach to Sybil attack detection in a vehicu-
lar network based upon both cryptographic and location verification. Such an
approach helps avoid exclusive dependence on a CA, which can be a bottleneck
in communication. Our approach leads to a semicentralized architecture wherein
RSUs also participate in the detection process. The accuracy of the system is
modeled using the Promela specification language and verified using the SPIN
model checker.

One of the shortcomings of our scheme is that it does not consider the hand
off between RSUs. At the point of hand off, the vehicle will fail to produce a
valid certificate for vehicle-to-vehicle communication. Also, the Promela model
presented in this chapter covers only vehicle-to-infrastructure communication.
By incorporating the cryptographic modeling along with the vehicle-to-vehicle
communication we obtain a more complete coverage of VANET communica-
tion. The SPIN model checker does not have the notion of time as a quantitative
measure. This is an important factor in security, and the introduction of time into
the SPIN model would produce a more powerful verification method of security
protocols.

Finally, it may be noted that the Sybil attack is one among many types of
attacks on vehicular networks. Our goal is to integrate mitigation techniques for
different types of attacks into a single abstract model so as to achieve a more
secure and effective vehicular network.

3A Appendices
3A.1 Vehicle proctype
proctype Vehicle(byte veh_ID; byte rsu_ID;byte loc){

CER_REQ cer_req;
CER_RES cer_res;
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byte new_rsu_ID;

veh_pids[veh_ID]=_pid;

/*Setup inital request*/

new_rsu_ID=rsu_ID;

cer_req.veh_ID=veh_ID;

cer_req.veh_loc=loc;

cer_req.loc_cert=-1; //Invalid certificate -1

do
titrue->
cer_req.time=g_curr_time;
veh_rsu_chan[new_rsu_ID] !cer_req; //send request to RSU
g_curr_time=g_curr_time+1; //update time
rsu_veh_chan[new_rsu_ID] 7cer_res;
cer_req.loc_cert=cer_res.loc_cert; //Get response from RSU
cer_req.rsu_ID=cer_res.rsu_ID; //Setup new request

new_rsu_ID=(cer_res.rsu_ID%NO_OF_RSU)+1;//Increment RSU_ID
od

3A.2 RSU proctype

/* Input : rsu_ID and location of RSU*/
proctype RSU(byte rsu_ID;byte loc) {
int loc_cert[NO_OF_VEH+1];
int i;
for(i:1 .. NO_OF_VEH){
loc_cert[i]=-1;
}
rsu_pids[rsu_ID]=_pid;
CER_REQ cer_req;
RSU_REQ rsu_req;
CO_RES co_res;
CER_RES cer_res;
int loc_cert_temp;
int loc_cert_old;
byte req_rsu;
do
/*Listener for cer_req request from vehiclex/
::veh_rsu_chan[rsu_ID] 7cer_req->

if
::cer_req.veh_loc-loc<=4 ->
cer_res.veh_ID=cer_req.veh_ID; //Set location response veh_ID
cer_res.rsu_ID=rsu_ID; //Set location response rsu_ID

loc_cert_old=cer_req.loc_cert; //Taking location certificate
rsu_req.veh_ID=cer_req.veh_ID;
rsu_req.rsu_ID=rsu_ID;
if
/*For 1st request(without a valid loc_cert)x*/
::loc_cert_old==-1->
rsu_req.update=0; //Update O means vehicle is not registered in any RSU
rsu_ca_chan!rsu_req; //send RSU request to CA
ca_rsu_chan[rsu_ID]?co_res; //Get response from CA
::loc_cert_old>=0->
rsu_req_chan[cer_req.rsu_ID]!cer_req,rsu_ID;
rsu_res_chan[rsu_ID]?co_res;
::else->skip;
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fi

if
::co_res.status==1-> //
loc_cert_temp=cer_req.time+cer_req.veh_loc;
loc_cert[cer_req.veh_ID]=loc_cert_temp;
cer_res.loc_cert=loc_cert_temp;
::else->cer_res.loc_cert=-1;
::else -> cer_res.loc_cert=-1;
fi
rsu_veh_chan[rsu_ID]!cer_res;
if
/*if request for loc_cert update initamte CA with new RSU_IDx*/
::loc_cert_old>=0->
rsu_req.update=1;
rsu_req.old_rsu_ID=cer_req.rsu_ID;
rsu_ca_chan!rsu_req;
ca_rsu_chan[rsu_ID]?co_res;
if
::co_res.status==0->loc_cert[co_res.veh_ID]=-1;
::else—>skip;
fi
::else -> skip;
fi
/*listener for near by RSU request to check validity
of certificate */
::rsu_req_chan[rsu_ID] 7cer_req,req_rsu->
co_res.veh_ID=cer_req.veh_ID;
if
::loc_cert[cer_req.veh_ID]==cer_req.loc_cert->
co_res.status=1;
loc_cert[cer_req.veh_ID]=-1;
i:else >
co_res.status=0;
fi
rsu_res_chan[req_rsu] !co_res;
od
}

3A.3 CA proctype

active proctype CAQO{

RSU_REQ rsu_req;
CO_RES co_res;

do
/*listener for request from RSUx/
::rsu_ca_chan?rsu_req ->
co_res.status=0;
co_res.veh_ID=rsu_req.veh_ID;
if
::rsu_req.update==0&&vehid_store[rsu_req.veh_ID]==0->
vehid_store[rsu_req.veh_ID]=rsu_req.rsu_ID;
co_res.status=1;
::rsu_req.update==1->
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4.1 Introduction

Cyberphysical systems (CPSs) integrate computing and physical processes;
embedded computers monitor and control the physical process. The system con-
sists of a set of nodes with various communication capabilities, including sen-
sors, actuators, a processor or a control unit, and a communication device. The
nodes constitute a network and communicate with each person to support every-
day life in a smart way, which is known as the Internet of Things (IoT). The
“smartness” in IoT applications, such as smart home, smart factory, smart grid,
and smart transportation, implies that nodes could automatically sense the envi-
ronment, collect data, communicate with each other, and perform corresponding
actions with minimal human involvement [44]. Some interesting features of the
IoT are listed as follows:

®  Numerous objects: The IoT evolves into a large number of objects that
collectively move toward a state of pervasiveness.

B Autonomous functioning: With minimal human intervention, objects in
the IoT will perform data collection, processing, collaborating with each
other, and decision-making in an autonomous fashion [44].

m Heterogeneous communication and computation capabilities: Objects
in the IoT might support different wireless communication technolo-
gies (such as Bluetooth low energy [BLE], Global System for Mobile
Communications [GSM], near field communication [NFC], Wi-Fi, and
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IoT platform
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Figure 4.1: IoT platform with infrastructure-based and proximity-based communi-
cations.

Zigbee) and computing power. As a result, objects might play different
roles in different IoT scenarios [36].

m Interdependency between the cyber and the physical world: For example,
in one well-known IoT, the smart grid, the physical world cooperates with
the cyber network [12].

m  Complex network structure: With various radio interfaces, objects can
communicate with each other in more complicated ways, forming a com-
plex [53]. For example, an object may communicate with another object
via a GSM interface over cellular networks, while also communicating
with a different object in the geographic vicinity via proximity-based
communication technologies using BLE or Wi-Fi Direct.

Figure 4.1 shows the network architecture of an IoT platform. The security
issue in the IoT has received much attention [23]. Obviously, the growing popu-
larity of objects with rich wireless communication capabilities has made the IoT
attractive to digital viruses and malicious content. Moreover, the mobility and
novel proximity-based communication technologies increase the possibility of
spreading malware [14, 16, 17]. In the following, we summarize vulnerabilities
to malware due to the unique features in IoT.

m  Weakness of objects with limited computing power: Due to the nature
of the limitations of computing capability and energy, the algorithm and
mechanism applied to the object are relatively simple. Moreover, conven-
tional security mechanisms such as real-time antivirus scanning cannot be
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used for the IoT platform due to the unaffordable overhead. As a result,
attackers can spend much less resource to break in, and thus, the object
becomes a target of malicious users. Another good example is the limited
logging, which makes the identification of intrusion harder.

® Identity hinding in a complex environment: The great number of objects
with various, heterogeneous actions and behaviors facilitates the fabri-
cation of identity. Moreover, an intelligent adversary will start infect-
ing some crucial nodes first, instead of launching attacks on the entire
network simultaneously, to efficiently disrupt the network and reduce
the risks of being detected, thereby posing severe threats to the network
robustness.

B Various infecting patterns under rich wireless communication capabil-
ities: Being capable of infrastructure-based and proximity-based com-
munication technologies, the malware propagates more rapidly, therefore
causing more severe results [36].

Typically, after the nodes are infected by the malware, the adversary can con-
trol those nodes to launch other attacks. We summarize the impacts of infected
nodes on IoT platforms below.

B Availability of precious network resource: When a large number of
infected nodes access the wireless resource simultaneously, the service
might be disrupted. Moreover, disruption attacks aim to paralyze IoT
operations by launching denial-of-service attacks to jam the entire sys-
tem. Such destructive consequences for the entire network have a nega-
tive impact on the public acceptance and adoption of the 10T, and thus
might forestall the widespread deployment of the IoT platform.

m Safety of human lives and environment: An attack might be launched
from the physical world or a cyber network and might impact both
domains. In the case of a smart grid, the consequences of cyberattacks
could have a severe impact on human lives and the environment [12].
U.S. Executive Order 13636 [1] and Presidential Policy Directive 21 [2]
state that proactive and coordinated efforts are necessary to strengthen
and maintain secure, functioning, and resilient critical infrastructure and
include interdependent functions and systems in both the physical space
and cyberspace.

Due to the above vulnerabilities and negative feedback, modeling the behav-
ior of malware propagation in the current world, with its explosive growth in
adoption of IoT objects, is an interesting issue that is receiving lots of atten-
tion [40]. This chapter aims to provide a theoretic framework for evaluating
malware propagation dynamics and to establish a parametric plug-in model for
malware propagation control in an IoT network. In particular, we will investigate
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malware propagation from the viewpoint of both whole networks and individual
objects. Understanding the propagation characteristics of malware in both macro-
scopic and microscopic fashion could aid in estimation of the damage caused by
the malware and the development of detection processes.

4.2 Malware Schemes in IoT

Typically, IoT malware can propagate via infrastructure-based communication
technologies such as GSM/General Packet Radio Service (GPRS)/Universal
Mobile Telecommunications System (UMTS)/Long-Term Evolution (LTE) and
wireless local area network (WLAN). The other approach is to exploit proximity-
based wireless media, such as BLE, Wi-Fi direct, and NFC, to infect the objects
in the vicinity [59], as shown in Figure 4.1. With two kinds of infection path,
the malware propagation dynamics might significantly change; Figure 4.2 illus-
trates an example. As a result, an analytical model is necessary to examine the
complicated malware dynamics so that malware mitigation schemes can be pro-
posed accordingly.

O
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@ Infective node .‘ Infection circle ®)
Susceptible node for both ™.~ o (@]
1nfra§tr}1cture-based and Infected via proximity- OO
prox1m1t)'f-ba.sed based communications
communications Infected via D OO o
Susceptible node for only infrastructure-based

E Q infrastructure-based communications
communations

Figure 4.2: The spreading phenomenon of IoT malware.
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4.2.1 Modeling from the view of individuals

Darabi Sahneh and Scoglio proposed using continuous-time Markov process to
build the model [43], and Karyotis proposed a model for malware propagation
using Markov random field (MRF) [29], which are both based on a stochas-
tic model. Szongott et al. proposed a spatial-temporal model [48]. It seems that
there is enough knowledge on malware propagation modeling; however, all these
studies are from the network viewpoint; that is, they regard the nodes as smart-
phones and the edges as the contact of smartphones in a graph, and implicitly
assume that all nodes should possess the same infection rate, unlike our models,
which from the viewpoint of the individual. In the real world, every smartphone
should have a different reaction when facing spreading malware. Thus, the net-
work view is not suitable to solve this problem [52], because the identities are
actually lost when we consider the issue from this viewpoint.

4.2.2 Modeling from the viewpoint of whole networks

Since the spread of epidemics among people is similar to the spread of mal-
ware over the IoT platform, we typically adopt ideas from epidemiological mod-
els [3, 18, 26] to build the models for malwares [10, 15, 17, 19]. The current
propagation dynamics of malware can be classified into categories: deterministic
models, stochastic models, and spatial-temporal models [40]. Deterministic
models use differential equations to describe the spread of infectious malware
from the network’s point of view, including susceptible-infection (SI) mod-
els [16, 28], susceptible-infection-susceptible (SIS) models [7, 8, 25, 35, 39],
and susceptible-infection-recover (SIR) models [31, 33]. The authors of [33] fur-
ther considered the concept of an incubation period from the perspective of the
whole network.

Malicious codes such as Internet worms may leverage the inherently fixed
topology to sabotage network operations [22, 46] due to the complicated interac-
tions and immense size of communication networks. In [30, 47], the authors find
that the spread of Internet worms is similar to the spreading patterns of epidemics
and poses severe threats to system security. In [6], Castellano and Pastor-Satorras
show that an epidemic will break out if the infection rate exceeds a certain thresh-
old in a network with fixed topology, and the threshold tends to vanish when
the network has a skewed degree distribution [24], such as the Internet [20]. In
[9], Chen and Carley propose countermeasure competing strategies based on the
idea that computer viruses and countermeasures spread through two separate but
interlinked complex networks.

Investigations into the dynamics of Internet worm propagation show that the
damage caused by Internet worms can be greatly mitigated with efficacious
detection techniques or defense at the imminent stages [15, 45, 50, 54, 56—
58]. Hu et al. also show that a tightly interconnected proximity network can
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be exploited as a substrate for spreading malware to launch massive fraudulent
attacks [27]. Moreover, in the case of mobile environments, malware can still
propagate in such intermittently connected networks by taking advantage of
opportunistic encounters [49]. Wang et al. studied spreading patterns of mobile
phone viruses, which may traverse through multimedia messaging services
(MMS) or Bluetooth, using simulations [51]. In [16], Cheng et al. further mod-
eled malware propagation in generalized social networks consisting of delo-
calized and localized links. The results show that the contamination by mal-
ware speeds up drastically if the malware is able to propagate through hetero-
geneous links.

4.2.3 Control of malware propagation

In the following, we are going to explore the immunity mechanisms via epidemi-
ology, as well as direct mapping to control of malware propagation. Two schemes
are considered, as follows.

B Self-healing scheme: On the expiration of the global timer, the infected
nodes delete the data, and therefore the nodes transit from the infected
state to the recovered state.

B Vaccine-spreading scheme: A recovered node participates in vaccinating
the susceptible nodes against the malware. In this case, a susceptible node
becomes a vaccinee and is therefore immune to the epidemic. The prob-
ability that a susceptible node becomes a vaccinee is denoted by k.

Throughout this chapter, we will investigate the engineering interpretations
and the effects of these two immunity schemes on control of malware propa-
gation. To the best of the authors’ knowledge, the trade-offs between the time-
dependent control capability and the resulting malware propagation dynamics
still remain open [21], and the task is further complicated in IoT networks with
heterogeneous links.

Traditionally, most research implicitly assumes that the control capability
(i.e., the ability to recover from infection) takes effect immediately after the mal-
ware propagation. However, this assumption may not be viable in IoT networks,
especially for the execution of real-time applications such as antivirus processes
[21, 38], since the control signals (e.g., security patches or system updates) are
usually not available when a new malware emerges. Alternatively, we consider
a more realistic scenario: that the control capability is a function of its distribu-
tion time.

4.2.4 Optimal control of malware propagation

How to solve the optimal control signal distribution time is an important issue to
mitigate the effects from malware [11, 13]. We first formulate the problem via
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optimal control theory [34] with the aim of minimizing the accumulated cost,
which relates not only to the damage caused by malware but also to the number of
replicated data packets in relay-assisted networks. However, optimal control the-
ory assumes full manipulation of the control function, and therefore its solution is
inadequate for determining the optimal control signal distribution time. Consid-
ering time-dependent control capability, dynamic programming [4] is proposed
to obtain the optimal control signal distribution time in real time with respect to
the information dissemination process. We also provide early-stage analysis [56]
to obtain closed-form expressions of such an SIR model. Using the proposed
techniques, we show that the accumulated cost for information dissemination in
mobile networks and generalized social networks can be greatly reduced via the
proposed approach. Furthermore, the controllability of a network is illustrated
by the phase diagram to study the relations between control capability and infec-
tion rate.

4.3 Modeling Malware Dynamics from the Individual
Viewpoint

4.3.1 Impulse-free model (IFM)

We first consider the simple condition, regardless of incubation period, that the
dynamics of malware for an individual due to contacts with infected individuals
and the infection rate of the malware are a homogeneous Poisson process with
exposure rate A (contacts/unit time), and the recovery dynamics for an individual
due to firewall or antivirus software is exponentially distributed with mean ﬁ unit
time. Thus, we model the dynamics of malware without an incubation period
with the aid of continuous-time Markov chain (CTMC) {X(¢), > 0} with the
states representing the level of such malware quantized by N degrees, and hence
we have N + 1 states in total. The CTMC is ergodic with finite states, and the
state transition rate diagram is shown in Figure 4.3.

However, the CTMC described in Figure 4.3 is not suitable to describe mal-
ware that possesses the property of an incubation period. To make our model
more realistic, we define the incubation period T as the time from state O to
some threshold & for an individual, and the probability Pys(¢) that an individual

A A A A A
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Figure 4.3: Continuous-time Markov chain without incubation period.
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Figure 4.4: Continuous-time Markov chain with incubation period.

is initially safe and will eventually be infected at time ¢. This interpretation is
more practical, since the spread of malware depends on both the exposure rate
and the self-immune ability, which is due to firewall or antivirus software, of an
individual, and the threshold has meaning not only from the viewpoint of the
mobile network but also from the viewpoint of an individual.

We are interested in the status of the expected level of the malware E [X (¢)],
the incubation period 7', the remaining lifetime R, the probability P;;(¢) that the
status of an individual changes from safe to infected at time #, and the steady-state
probability P, to evaluate the characteristics of the malware. As a consequence,
we remodel the CTMC as in Figure 4.4.

4.3.1.1 Expected malware level E [X (t)]

We assume that N is relatively large, in the sense that the fatal level is very
difficult to achieve (i.e., the malware is fatal if it reaches state V). so that we may
view this CTMC as an unbounded CTMC. For a small interval &, given X (¢) and
X(0) =i, we have

X(t)+1, Ah+o(h),
X[t+hX(@t)]=4 X()—1, withprob. uh+o(h),
X(1), 1—(A+wh+o(h)

Thus, we have

EEX(+h)X@)]] =E[X(1) +1)(Ar+o(h) + (X (1) = 1)(wh +o(h))
+X () (1= A+ wh+o(h))]
=EX(t)]+ A—whE[X(t)]+o(h) =E[X(t+h)]
Denote M (t) = E[X (t)], then

)
)
MU+R) =M@ o

and

A= +i, fA#p,
i, A =p
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4.3.1.2 Incubation period T and remaining lifetime R

We define the incubation period T as the time from state O to threshold  for an
individual. For a birth and death process with constant parameters A and p, the
time taken to leave state x for state x + 1 is denoted as Z,, and hence the expected
time and variance for Z, are

1— (E x+1
s ifAF
E[z)= 3
1
f;ﬂ ifA=p

and

1 H
—_— 4 = Zyi_
}\()\+ )-ﬁ-)\Var( 1)+

where E[Zy] = 5 and Var(Z,) = 1/A%
The expected time to go from state k to state j is

Var(Zx) = (E [Zx—l] +E [Zx])z

At
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and Var(T) = Y2\ Var(Z,).

If we assume that malware reaching the fatal level N is the cause of system
breakdown for an individual, then the remaining lifetime is defined as the time
from the emergence of the malware to state N. Hence,

o+1 N+1
;lN_ﬁ_(% Towmr
N—1 e
A—p 1-&
—E E:L]:
x=0

A
—&5(8 .
N(N+1)2>\ ( +1)’ ifA=p

], ifA#u,

and Var(R) = YV Var(Z,).
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4.3.1.3 Transition probability P;j(t)

The transition probability P;;(¢) is defined as P;j(t) = {X (t) = j|X(0) =i}, since
we care about the probability P{X () = j, j > 6|X (0) =i,i < 5} that an individual
is initially in safe status and will eventually be infected at time ¢, where we set the
observation time 0 to mean the time when an individual undergoes inspection or
diagnosis for a certain malware by firewall or antivirus software. We can rewrite
the Kolmogorov forward equation as P’ (¢) = P(¢)R, where P(¢) is the transition
probability matrix with elements P;;(¢) and R is the rate transition matrix with
elements
rij:{ Qij7 lfl#.h

—Vi, lfl:]

So we can write the rate transition matrix R for the CTMC model in Figure 4.4 as

—A A 0 0 0

|l nw —A-np A 0 0
R= 0 " A—u A 0 (4.2)

0 0 o “A—p A

The transition probability matrix P(¢) has the solution P(t) = e®’, and we can
apply an approximation method in [X] to obtain the result by P(¢) = lim,,_, oo (I+
RL)" where Iis the identity matrix and e®' is defined as e® = 3"°° R"L;. Thus,
we may obtain the transition probability 7;;(¢) and have more information about
the probability P{X (¢) = j,j > §|X(0) = i,i < &} that an individual is initially
in safe status and will eventually be infected at time ¢.

4.3.1.4 Steady-state probability P,

The steady-state probability P, of a birth and death process with constant param-
eters A, |, and finite states is a truncated M/M/1/N queue with

1— n
S TR
X= —p)p* A
P, = 0 0<n<N, p=-  (43)
! B
— if A =
N+1 HATH

4.3.2 Impulse-reaction model (IRM)

The CTMC model shown in Figure 4.4 assumes that the exposure rate and the
mean self-immunity period at state n are the same for all states and implicitly
indicates that the exposure rate never decreases. With the modeling experiences
above, we propose a general CTMC model that aims at capturing the dynamics
in a much more general way in Figure 4.5.
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Figure 4.5: A general continuous-time Markov chain model.

To examine the convenience of the general model for the dynamics of
malware with an incubation period, we consider a practical case in which an
individual looks for help on the emergence of the malware with the aid of a com-
puter engineer and use a method which reduces malware mobility. Moreover,
the impulse reaction of the self-immune elements, such as firewall and antivirus
software, contributes to enhanced recovery rate as well. Hence, one practical
assumption is

A, 0<n<éd-1,
?\"_{ oA, d<n<N-1 4.4)
and
Hr= Bu, 5<n<N '

where 0 < o < 1 and 3 > 1. From Equations 4.4 and 4.5, if we denote A’ = &A
and i = By, then we can rewrite the incubation period 7', remaining lifetime R,
transition probability P;;(¢), and steady-state probability P,.

4.3.2.1 Incubation period T and remaining lifetime R

From Equation 4.1, the incubation period 7' is unchanged:

— 1 B)-(1)*]
T=E ZZX = }\—HL{)_W}’ if A £,
=0 S(g;\rl J ifA=p
and Var(T) = Y27 Var(Z,).
The remaining lifetime R from Equation 4.2 is

N-1 1 G o N G0 Al IR
R=E Zx]= X {N m Iy ] TAE

N(N+1)2;,5(5+1) 7 if A =/

x=8

and Var(R) = Y\~ Var(Z,).
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where:
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4.3.2.2 Transition probability P;j(t)

The rate transition matrix R from Equation 4.2 is shown in Equation 4.6.

0 1 2 ) N—1 N
0 A A 0
1 L —A—p A
0 n “A—p
R:: 0 0 . .
) 0 B —oA—PBu oA
. 0 0 Bu —aA—Bu
N—1 0 n —aA—Bu A
N 0 0 Br —Bu

And the transition probability matrix can be obtained by the same procedure
described above for P(t).
4.3.2.3 Steady-state probability P,

The steady-state probability P, for the general birth and death model in
Figure 4.5 is

1+
Z [T e [T e

n=1

-1
I, Ax] T A
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For the case with parameters in Equation 4.3 with p = %, if p # 1, we have

p C(1—p)p", if0<n<s—1,
"T P, 5 <n<N

where C is defined as

-1

5—1 N V=5

X :
> (=000 + 2 (1-P)0 ey
x=0 y=5
In the case of p =1, we have
N o0 d -1 .
[54—2),:5@} s fo<n<o6-1,

Pn: N y—=3 -1 n—>% .
[5+Zy:5ﬁ} s, f8<n<N

4.3.3 Numerical results

We denote the model described in Figure 4.4 as IFM and the model described
in Figure 4.5 and Equations 4.4 and 4.5 as IRM. Without loss of generality, we
further assume that the recovery rate before the threshold, p, equals one. We will
show the incubation period 7', the remaining lifetime R, the transition probability
P;j(t), and the steady-state probability P, for both models and provide intuitive
explanations for the results. For the parameters of numerical results, we set N =
100, 6 =20, x =0.6,and 3 = 1.5.

We show the numerical results of incubation period 7' and remaining life-
time R in feasible regions for both IFM and IRM in Figure 4.6. The results indi-
cate that the incubation period is unchanged, since both models have the same
CTMC parameters before the threshold. However, due to the impulse reaction,
the reduced infection ratio directly gives rise to higher remaining lifetime, which
is quite plausible, since an individual may recover from illness by self-immunity
or with the aid of an engineer.

We are also interested in the transition probability that an individual is orig-
inally safe (initial state is 0) and eventually comes to the threshold &, which
evolves with time, that is, Pys(¢). Moreover, we are also interested in the accu-
mulated probability that an individual is originally safe (initial state is 0) and will
eventually be infected (reach states above §), which also evolves with time, that
iS, F (1) = i Pot(0):

We show the two dynamics in Figure 4.7 and Figure 4.8, respectively. In
Figure 4.7, the peak of transition probability Pys(¢) emerges earlier if the infec-
tion ratio p is larger, which is plausible, since we have a higher exposure rate for
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Figure 4.6: Numerical results of incubation period 7T and remaining lifetime R in
feasible regions. (a) Expectation and variance of 7. (b) Expectation and variance
of R.
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Figure 4.9: Steady-state probabilities corresponding to 3.

a larger ratio. To emphasize the effect of the impulse reaction, we set x = 0.6
and 3 = 8 in Figure. 4.8. Intuitively, the infection transition probability F (¢) is
greatly reduced if we take the IRM model into consideration.

Finally, we present the steady states in Figure 4.9. For IRM, we fix « = 0.6
and observe the distribution of steady-state probabilities with different 3 com-
pared with that of IFM. The tendency of steady-state probabilities shows that
higher 3 may better refine the distribution of steady-state probability around the
threshold or at least reduce the steady-state probability at extremely high levels.
This result illustrates well the effect of the impulse reaction.

4.3.4 Summary

In this section, we modeled the dynamics of malware with an incubation period
by CTMC, concerning the exposure and recovery rates of an individual and the
generalized birth and death process, along with the fact that an individual is
infected once the malware level overpasses some defined threshold, providing
better insight into the dynamics of malware. We proposed two models, IFM and
IRM, and derived the analytic solutions for the malware level, incubation period,
remaining lifetime, transition probability, and steady-state probability. Further-
more, we provide numerical results to show that while the expected incubation
period is the same in both cases, IRM has higher remaining lifetime and tends
to reduce both accumulated infection probability and steady-state probability at
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fatal levels and refine the malware level around the threshold in the feasible
regions of infection ratio.

4.4 Modeling Malware Dynamics from the Network
Viewpoint

From the perspective of the whole IoT network, the population is regarded as
the total number of nodes N, which are assumed to be stationary and uniformly
distributed in an L X L square area with population density p = (N/(L;)). We
assume that all objects have both infrastructure-based and proximity-based com-
munications capabilities to maintain the homogeneous mixing property. Denote
the subpopulation function /(1) = I, (t) + Iins(t) as the total number of com-
promised handsets at time ¢, where /,,,(¢) and I;,¢(¢) are those that have been
infected via proximity-based and infrastructure-based communication channels
at time 7, respectively. Likewise, S(¢) denotes the set of susceptible nodes at
time ¢.

We assume that all nodes are with identical proximity-based transmission
range 0. The average number of proximity-based communication contacts is
denoted by 1, = p7td?. We further assume that every node randomly selects
Niny nodes as its infrastructure-based communication contacts, which are dis-
tinct from proximity-based communication contacts. Note that the results are
still valid if we treat 1;,r and 1,,, as random variables and apply their means to
our model. The pairwise infection rates on an infrastructure-based communica-
tion link and a proximity-based communication link are respectively denoted as
Aing and A .

4.4.1 Malware dynamics: SI model

In this subsection, we look into the SI model, in which a susceptible node
acquires infection and never becomes susceptible again. This is due to users’
lack of concern about the threat of malware and the limited capability of current
antiviral software. Obviously, we have

I(t)+S(t) = Lpro(t) +Ling(t) +S(t) =1 (4.6)

and
1(t) = Lo t) + Ting (1) 4.7)
Without loss of generality, we assume that only one handset is infected at
the initial stage, that is, /(0) = [;,s(0) = 1 and I,,,(0) = 0. Malware is prop-
agated through proximity-based and infrastructure-based communication links.
The control signal distribution resembles the malware propagation in the sense

that it is distributed through these heterogeneous links to alleviate network cost.
The state equation of infrastructure-based infection is
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Ling (t) = Nipg (Ming — 1)S(0)1(2) (4.8)

where 1, — 1 accounts for the fact that a node being infected implies that at
least one of its neighbors is infected [10].

On the other hand, due to the interdependency of proximity-based and
infrastructure-based infections, the proximity-based infection stretches out from
the infected source nodes generated by infrastructure-based infections, as shown
in Figure 4.2. The proximity-based infection spreads out like a ripple centered at
the infected source node, and grows with time. In other words, the spatial spread-
ing of the epidemics through proximity-based communications is only con-
tributed by the wavefronts of infection circles, while the infected nodes located
in the interior of the infection circles are not engaged in further spatial infec-
tions. For a single ripple with radius r(¢), prr>(t) = N - 1,,(t), and the infected
population in the peripheral circular strip of width § is prir? () — p7e(r(¢) — 5)>.
We have

1 1
Yy (1) = A o S(0) () — pr(r0) — )

1.1 ,

= N?\pminpmS(t) [Zpﬂér(t) — p7td ]
1 1

— N?\pmnpmS(t) [6« [ PTINI o (1) — Epnéz}
1

= = 0N oS ()Nl 1) 4.9)

where 6 = 6,/p7 and %pmﬁz is usually negligible compared with N [37]. Please
note that Yy_,y (¢) is the expected population transition rate from state X to state
Y at time . %n pro accounts for the average number of proximity-based commu-
nication contacts that are located outside of the peripheral circular strip. Since
infrastructure-based infection creates multiple infected source nodes over time,
we denote the incremental spatially infected population of a ripple that is gener-
ated at time z and keeps stretching for s time units by

a dW (z,s)
ds

where W (z,0) = 1. The state equation of the aggregated proximity-based infec-
tion can be characterized as

W(z,s) = A proNproS(z+5)v/W (z,5) (4.10)

t
Lpro(t) = flv/o L (OW (T,t —T)dT (4.11)

This means that /;, 7(¢)dt infected source nodes are generated at time T, and each
contributes to W (T, — T) incremental spatial infection at time ¢. The overall state
equation of /(¢) becomes
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1) = Ny Ming — 1)S(O (1) + ]% /Oti;,,f(T)W(TJ —T1)dt (4.12)

44.1.1 Numerical results

Figure 4.10 illustrates the analytical and simulation plots depicting the propa-
gation dynamics of a hybrid malware spreading via only proximity-based com-
munications, only infrastructure-based communications, and both among 2000
nodes uniformly deployed in a 50 x 50 plane under p = 0.8. We consider the
impact of 1,,, on the propagation process in terms of speed and reachabil-
ity. The parameter setups are A, = Aj,y = 0.05 and n;,y = 6 (follow the data
sheet in [51]). We observe that the curves of propagation dynamics closely
match our analytical model; the limited discrepancy that exists is mainly due
to the fact that the hybrid malware may propagate to objects that have already
been infected, and uncertain boundary conditions could not be considered in
the analysis.

This figure also shows that propagation via only proximity-based commu-
nication is relatively slow compared with that via only infrastructure-based
communications due to spatial spreading characteristics. We also observe
the same phenomenon for the hybrid malware with much faster propaga-
tion speed, where the rapid invasion via infrastructure-based communications
dominates the propagation dynamics. When 1,,, increases from 2 to 3, our
model indicates a significant increase in the propagation speed in the early
stages of the spreading process. This is in accordance with the fact that a
larger 1y, results in a larger infected subpopulation, which could exploit both
proximity-based and infrastructure-based communications to spread, increasing
propagation severity.

Note that the agent-based emulation model [5] and simulation [51] try to
characterize behaviors of the N nodes and all interactions among them, which
requires huge computational power. In contrast, our model aggregates the N
nodes into two states and only tracks the behavior of these two states and the
interactions between them, such that our model can be more computationally
effective.

44.1.2 Summary

Compared with the existing agent-based model or simulation with its computa-
tional burden, our analytical model based on differential equations works more
efficiently and could act as a quick reference to gather approximate knowledge
of propagation speed and severity of hybrid malware with various settings of
infection rates and average node degrees in IoT networks. The security assess-
ment could adopt such results to develop detection and containment strategies
and processes so as to avoid a major outbreak.
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Figure 4.10: Infected population in IoT networks. N = 2000, L = 50, Iy = 1/N, Ajps =

Apro = 0.05, 11q = 6, Npro = 3 and 2.
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4.4.2 Malware dynamics under malware control: SIR model

When the control mechanisms for malware (such as self-healing and vaccine)
are considered, the “recovery” state is involved in explaining immunity. Analo-
gously to epidemiology, a node is in the infected state if it receives the malware
and turns itself into an infectious node. A node that recovers from the epidemic or
becomes a vaccinee against the epidemic is said to be in the recovered (immune)
state. Please note that a node transits from the infected state to the recovered
state in the former case, while a node transits from the susceptible state to the
recovered state in the latter case. Only susceptible nodes are vulnerable to the
epidemic, and recovered nodes are immune to the epidemic for good. Through-
out this chapter, such state transitions are referred to as the SIR model, where
S(t),1(t),and R(t) are the normalized susceptible, infected, and recovered popu-
lation at time ¢, respectively, that is, S(¢) +1(¢) +R(t) = 1. Considering the immu-
nity schemes and the time-dependent control capability, let u(¢) be the recovery
probability of the self-healing scheme, where

0, t <Tp,
ut) = (4.13)
f(TD)a t>Tp
By substituting the equation S(¢) = 1 —1(t) — R(¢) and relaxing the states to be
continuous and nonnegative valued, we have, for a small interval Az,

I(t+Ar) =1(t)+ Yo (t)At = Y (1) A 4.14)

Please note again that Yy_,y () is the expected population transition rate from
state X to state Y at time ¢. We obtain the first-order ordinary differential equation
(ODE) (state equation)

i(6) = tim I(t+At)—1(1)

Am A =Y/ (t) = Y10k (t) 2 G, (I(1),R(1),u(t)) (4.15)

Similarly, let ¢(¢) be the recovery probability of the vaccine-spreading scheme;
the ODE of the recovered population is

R(t) = Yror(8) + Ysr(1) 2 Gr(I(6),R(1),u(t), & (1)) (4.16)
where
¢m={0”<“’ (4.17)
K, t>1Tp

When «k = 0, the fluid model degenerates to a noncooperative network in which
no nodes participate in vaccine spreading. Without loss of generality, we use the
state equations of vaccine spreading to obtain the optimal control signal distribu-
tion time 75, since self-healing is a special case of vaccine spreading when there
is no cooperation (i.e., kK = 0).
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Figure 4.11: Illustration of malware propagation and control signal distribution in
IoT networks. Proximity-based and infrastructure-based communication links are
exploited for malware propagation. A node is infected at £ = 0. Tp denotes the control
signal distribution time, and Ty denotes the time instance for the eradication of the
epidemic.

The dynamics of malware and control signal distribution are illustrated in
Figure 4.11. Malware is propagated through proximity-based and infrastructure-
based communication links. The control signal distribution resembles mal-
ware propagation in the sense that it is distributed through these heteroge-
neous links to alleviate network cost. The state equation of infrastructure-based
infection is

Ling (2) = Niny (Ning — VSO (2) — u(t) s (1) 4.18)
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Compared with Equation 4.8, u(t)I;,¢(t) in this equation is related to recovery
state. On the other hand, the state equation of the aggregated proximity-based

infection can be characterized as
, 1 /. .
lt) = / g (W (T, = D) — (i) o 1) 4.19)
0

Compared with Equation 4.11, u()I,,,(¢) in this equation is related to recovery
state. The overall state equation of /(¢) becomes

i) = P\,-nf(n,-nf—I)S(I)—u(t)}l(t)—l—]% /0 'i,-nf(T)W(T,t—T)dT (4.20)

Similarly, the immunity scheme can also leverage the proximity-based and
infrastructure-based communication links to eradicate the epidemic. The state
equation of recovery via infrastructure-based communications is

Ra(t) = u(t)ins(t) + &) Ming — 1)S(0)R(t) 4.21)

The incremental spatial recovery process is characterized by

0(z,8) = ob(1)MproS(z+5)/Q(z,5) (4.22)
with Q(z,0) = 1. The state equation of proximity-based recovery is
. 1 [ .
Rpo(t) = N / Rinf(T)Q(T,t —T)dT+u(t) () (4.23)
0

The overall state equation of R(¢) becomes

R(t):u(t)[(t)—Q—]lV/OIRmf(T)Q(T,t—T)dT—i- G(1)(Ming — 1)S()R(1) (4.24)

4.4.3 Performance evaluation

To demonstrate the trade-offs between control signal distribution and the result-
ing impacts on malware propagation, we set the function f(7p) in Equation 4.13
to be f(Tp) = min{1,c T3}, where « is a nonnegative value that accounts for
the effectiveness of the control signal, and c is a positive constant. The effect of
control signal has a power-law growth with respect to the control signal distri-
bution time. This power-law growth model is a general parametric model, and it
can be used to investigate the trade-offs between control capability and control
signal distribution timeliness.

The exponent « is associated with the effectiveness of the control capability.
o« = 0 degenerates to the scenario that the control capability is irrelevant to its
distribution time. For the simulation setup, N nodes are traversing in the square
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Figure 4.12: Infected population under self-healing scheme in IoT networks. N =
2000, L = 50, Iy = 1/N, 6 = 1.1, Aint = Apro = 0.05, g =6, Npro =3, x =2, B =1,
k =0, Ty = 200, M = 1000, A;(0) = 200, Ag(0) = 100, # =1, and ¢ = 10~ over 300
simulations.

area in wrap-around condition via the Levy walk mobility model [42], where
the step length and the pause time follow a power-law distribution with negative
exponent, respectively. We set the length exponent / = 1.5 and the pause time
exponent ¢ = 1.38, which fit the trace-based data of human mobility patterns
collected in the University of California, San Diego and Dartmouth [33]. The
simulation setup is the same as that in the previous subsection, except that we fix
Npro = 3 (8 ~ 1.1), since in general, the proximity-based communication range
is limited.

The infected population under the self-healing scheme is shown in
Figure 4.12. Prior to the control signal distribution, our SIR model captures
the simulation results of malware propagation in IoT networks. Although both
infrastructure-based and proximity-based communication pairwise infection
rates are quite low (Aj,r = A, = 0.05), the infection spreads rapidly, since
the malware propagation benefits from these heterogeneous links. After con-
trol signal distribution, the analytical infected population decreases at a slower
speed compared with the simulation results, due to the fact that recovery actu-
ally disrupts the spread of proximity-based infection, and the ripples are likely
to coincide with other ripples as time evolves, which leads to overestimation of
malware propagation. In addition, early-stage analysis suggests early distribu-
tion, and hence the infection has a slow decaying curve. The infection curve via
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Figure 4.13: Infected population under vaccine-spreading scheme in IoT networks.
N =2000, L =50,1p =1/N, & = 1.1, Aint = Apro = 0.05, Nint =6, Npro =3, x =2, =1,
k = 0.1, Ty = 200, M = 1000, A;(0) = 200, Ag(0) = 100, ¢ =1, and ¢ = 1073 over 300
simulations.

optimal control theory also implies that we can have better control of the malware
propagation if we can have full manipulation of the control capability.

Similar results can be found in Figure 4.13 for malware propagation under
the vaccine-spreading scheme. With the help of vaccine spreading through
infrastructure-based and proximity-based links, we can further mitigate the infec-
tion compared with the self-healing scheme. Since susceptible nodes are likely to
become vaccinees under the vaccine-spreading scheme, the immune nodes may
hinder the growth of the proximity-based infection ripple and thereby deceler-
ate the infection, which again leads to overestimation of the SIR model after the
control signal distribution. In Figures 4.12 and 4.13, u*(¢) from optimal control
theory elucidates the discrepancy of taking the time-dependent control capability
f(Ip) into consideration. Time-dependent control capability inevitably incurs
more network cost than optimal control function.

4.5 Optimal Control of Malware

The ultimate goal of this section is to determine the optimal distribution time 7
such that the accumulated cost caused by the epidemic is minimized. Via optimal
control theory [34], we aim to solve the optimization problem.
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Minimize J = / /[Nl(t)]ﬁ +v-u(t) dt
To
Subject to 1(¢) = G;(I(1),R(t),u(t)),
R(t) = Gr(I(1),R(t),u(t), d(1)),
S)+I1(t)+R(t)=1,
S(t) >0, I(t) >0, R(t) >0 (4.25)

where 3 > 0 represents the severity of the epidemic, Tj is the initial time, which
is set to be 0, and Ty is the completion time, which is assumed to be free. v is
the coefficient representing the cost of control signal distribution with respect to
the malware propagation process, and for simplicity it is normalized to v = %
If v =0, then the cost of control signal distribution is irrelevant to the mal-
ware propagation process. The performance measure J represents the accumu-
lated cost caused by the epidemic, and it takes its quadratic form for the control
function u(t), such that it is jointly convex in /(¢) and u(¢). The physical inter-
pretation of J is that it is proportional to the accumulated infected population,
which relates to the number of nodes that have received the malware over time.
Moreover, when 3 = 1, it accounts for the accumulated infected population from
Ty to Ty, which coincides with the performance measure in various networks of
interest to us [19, 32, 55].

With Equation 4.25, we aim to find the optimal control signal distribution
time 75 such that 7 = argming, J. By Pontryagin’s minimum principle [41], if
Gi(I1(t),R(t),u(t)) and Gr(I(t),R(t),u(t), d(t)) are jointly concave in (), R(t),
u(t), and ¢(¢), the optimal control function u*(¢) can be obtained by minimiz-
ing the Hamiltonian (Lagrangian dual function) with costate variables A, (¢) and
Ag(t), where

HI@),R(),u(t), d(1), As(1), Ar(t)) = JU(t),u(t)) +Ar()Gr (I (2),R(1), ult))
+AR(DGRU(1),R(2),u(t), d(1))

The costate variables are updated by the costate equations

oH . oH
o M=%

where A;(t) > 0 and Ag(¢) > 0 with boundary conditions A;(T;) = Ag(Ty) =0.
Note that during the update process, the negative state values are truncated
to zero, such that the nonnegativity state constraints (S(¢),/(¢),R(t) > 0) are
satisfied.

The solution of optimal control theory resides in the fact that there is no inher-
ent restriction on the control function u(¢). However, it is worth noting that when
the control capability is associated with Tp, the solution of optimal control theory
only provides the trends of the system outputs and may fail to be a feasible opera-
tion for control signal distribution. Despite its impracticality, the results obtained

A(t)=— (4.26)
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from Pontryagin’s minimum principle provide performance comparisons to our
proposed approach. To compensate the insufficiency of optimal control theory,
we adopt dynamic programming [4] to solve the optimal control signal distribu-
tion time. By discretizing the time into M intervals with length Az =Ty /M, we
define the cost C), as a function of the infected population at the mth period and
the newly infected population between the mth and m+- 1th stage, 0 <m <M —1,
where

Cin = [NI(mAt) + NG (I(mAt),R(mAr),u(mAt)) - )P = [NI((m+ 1)At)]®
4.27)

Let V,,(I(mAt),R((mAt)),u(mAt)) denote the accumulated cost from the mth
stage with terminal condition Vy, (I(MAt),R(MAt),u(MAt)) = 0 (i.e., the entire
system is in its stable stage); the optimal distribution time can be obtained by
solving the optimality equation

V= min {CptVmi},0<m<M—1 (4.28)
a,€{0,1}

where a,, = 1 means that the control signal is distributed, and the immunity
mechanisms take effect from the mth stage. That is, 75 = mAt and f(mAt) =
f(nAt), ¥ n > m. V, represents the minimum accumulated cost, which is equiv-
alent to the performance measure J in Equation 4.25. Equation 4.28 is equiv-
alent to finding an optimal one-time switch from 0 to 1 among all possible
one-time switch paths of the M stages to minimize the accumulated cost, and it
can be solved via Bellman-Ford algorithm [4] with O(2") complexity. In other
words, incorporating the malware propagation process and the time-dependent
control capability, the optimal control signal distribution time can be obtained
via dynamic programming in Equation 4.28 in real time to minimize the accu-
mulated network cost.

With the state equations, the corresponding Hamiltonian is obtained by
plugging the parameters in Equations 4.13, 4.17, 4.20, 4.24, and 4.25 into
Equation 4.26:

H = V()P
+%uz(t)—l—A](t)[7\mf(ninf—l)S(t)I(t)—|—]% /0 j;nf(T)W(T,t—T)dT—u(t)I(t)}

+ Ag(1) {u(t)[(t)—Q—]lV/OZRmf(T)Q(T,t—T)dT—i- S (1) Ming — 1)S(r)R(t)]
(4.29)
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from which the costate equations are A;(t) = —9dH/dI and Ag(t) = —9H/IR.
With the switching function 0*(z) = [A} (1) — Aj(2)]I*(2), the constrained opti-
mal control function u*(¢) that minimizes J is the saturation function

07 9*(t) S 07
u'(t)y=1< 0*(), 0*(r)e(0,1), (4.30)
1, 0*(1) > 1

Considering the time-dependent control capability, the optimal control signal dis-
tribution time 7} can be obtained by solving the dynamic programming in Equa-
tion 4.28. Similarly, the saturation function in Equation 4.30 only provides an
attainable lower bound on control of malware propagation with time-dependent
control capability.

4.5.1 Early-stage analysis

With the approximation that S(z) ~ 1 at early stages and the initial condition
W (z,0) = 1, from Equation 4.10, we have the approximation of incremental spa-
tial infection

}\ roll pro :
W(z,5) = <G”%s+1> (4.31)
Moreover, we also have the approximation that /(¢) ~ I;,¢(t), since at early stages
Ling(t) o< I(t), while I,,,(t) o< \/I(t). That is, the malware propagates at a faster
speed through infrastructure-based links than through proximity-based links [16,
51]. At some early stage ¢/,

Sty =1—1Iy—Iou(r) {tq_ %ﬁf—l)tﬂ] ’

and we have the first-order ODE

. L
10) = Doy g = DS@) )10+ [ KW (xe=mde @32
0
Using the subgradient of u(¢) at ¢ = Tp to define the subderivative u(7p) = 0,
and differentiating Equation 4.32 with respect to ¢ at both sides, we have the
second-order ODE (neglecting the second-order term of W (z,s))

I(t) = Winy (ing = 1S() + ONpronproN ™" — (1)1 (1) £ [Ky — Kap(¢) — (@)1 (1)
(4.33)

where K = Ainr(Ning — 1)[1 = Iy — Lou(2)t'] 4+ A proN proN ! and

wp— 1
K, = ]ou(l)nmel/z.
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With the initial values /(0) = Iy and 1(0) = Ajyr(Miny — 1) (1 —1o)lo £ K3, we
obtain

K3
Ky —Kyd(t) —u(t)

K3
—Kyd(t) -

1= 77 XKL —Ka(0) (0] 1o~

{ %CXP{K11}+[0— 2—?, t<Tp,
K: K
ri—go i) XK1 —Kax = f(To)lt} +ho = gy £ 2 T

(4.34)
The performance measure J in Equation 4.25 can be evaluated as
T 5 T s 1,
J:/O 0 dt+/TD NI + 3 2(T)) dr
() :
= K [3 (eXp{KIBTD}_l)—l_(IO_Fj) Tp
( KzK 7 TD)
b T (e~ Kok S (T)IBT)
~expl(K) ~ Kok~ (TP}
(o e L 1) ) (1~ T) (439)
O K —Kox—f(Tp) 27 VPN ‘

For early-stage analysis, the optimal control signal distribution time can be
obtained by 75 = argming, J.

4.5.2 Performance evaluation

The parameter setup of the simulation is the same as in the previous section.
When dynamic programming is applied to determine the optimal distribution
time, severe epidemics (large (3) contribute to early distribution to minimize
the accumulated cost, as shown in Figure 4.14. Moreover, both optimal control
and early-stage analysis suggest early distribution as the effectiveness of sig-
nal (o) increases, as shown in Figure 4.15. The relative difference of these two
approaches is plotted in Figure 4.16. Compared with early-stage analysis, opti-
mal control via dynamic programming prefers early distribution when o is small,
while it prefers late distribution as « increases.
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Figure 4.15: Optimal control signal distribution time via early-stage analysis under
different (x, 3) configurations in IoT networks. N = 2000, L = 50, I, = 1/N, § = 1.1,

Aint = Apro = 0.05, Ning = 6, Npro = 3, k= 0.1, Ty = 200, ¢ = 1,and ¢ = 10>,
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Figure 4.16: Relative difference of optimal control signal distribution time under
different (x, 3) configurations in IoT networks. N = 2000, L = 50, I, = 1/N, § = 1.1,
Ainf = Apro = 0.05, Ming = 6, Npro = 3, k = 0.1, T = 200, M = 1000, # = 1, and ¢ = 1073,

4.5.3 Summary

The contributions of this section are twofold. First, with the aid of epidemic mod-
eling, we provide an analytically tractable parametric plug-in model for malware
propagation control regarding the time-dependent control capability, with the aim
of determining the optimal control signal distribution time to minimize the accu-
mulated network cost in real time via dynamic programming. Second, we demon-
strate how to use our developed tools to control malware propagation in IoT net-
works. Compared with the self-healing scheme, we show that vaccine spreading
further mitigates the accumulated cost when the immune nodes participate in for-
warding control signal. Consequently, this section provides novel mathematical
tools for malware propagation with and without control over IoT networks.

4.6 Conclusion

This chapter introduces malware propagation and control models from different
aspects of IoT architecture that involves heterogeneous communication capa-
bilities. We investigate malware propagation from the microscopic view of an
individual device as well as the macroscopic view of the entire system. Optimal
control approaches are proposed to alleviate malware propagation and enhance
system reliability.
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Abstract

The development and wider adoption of smart home technology has also created
an increased requirement for safe and secure smart home environments with
guaranteed privacy constraints. We first present a short survey of privacy and
security in the more broad smart world context. The main contribution is then
to analyze and rank attack vectors or entry points into a smart home system and
propose solutions to remedy or diminish the risk of compromised security or
privacy. Further, we evaluate the usability impacts resulting from the proposed
solutions. The smart home system used for the analysis in this chapter is a digital-
STROM installation, a home-automation solution that is quickly gaining popu-
larity in central Europe. The findings, however, aim to be as solution independent
as possible.

5.1 Introduction

As welfare increases and technological gadgets become ubiquitous, we lighten
our daily lives by automating trivial and common tasks. The last few years
have shown a clear trend of automation technology usage within both personal
homes and commercial buildings. The increasing adoption of smart home sys-
tems (SHS) leads to the need for not only more functionality but also for a safe,
secure, and functional environment. The ongoing battle for smart grid security
[1] includes smart homes [2] and, especially when one technology becomes par-
ticularly widespread, it automatically creates a high-reward target type. One spe-
cific area that is seeing a particular technological increase, and is thus at higher
risk of becoming such a target, is home automation for personal use. Several
companies offer products on the market to automate lighting, shades, heating,
cooling, and the like. Among the many systems that feature different wired
or wireless topologies is digitalSTROM (dS) with its powerline-based bus and
embedded central server. This research is dedicated to finding security and pri-
vacy weaknesses in SHS using the example of a dS system. Wherever possible,
we try to approach the problem in a generic way that can also be applied to other
systems.

This works is organized as follows: We begin with the introduction and pro-
ceed with a review of how smart homes fit into the broader smart world context
and present related work. In the fourth section, the dS environment is covered
before listing possible attack vectors on SHS in the fifth section along with two
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example attacks on the dS infrastructure. In Section 5.6, solutions to prevent or
diminish those attack vectors are proposed and discussed. In Section 5.7, we
analyze the proposed solutions, which are followed by the conclusions.

5.1.1 Smart world

With our world growing “smarter” than ever, there are different ways of inte-
grating smart homes into the broader context of smart services, smart grids, and
even smart cities. Researchers of different fields have been studying this ongo-
ing trend and have come up with interesting and useful applications. We briefly
present some of those applications to emphasize the security and privacy needs of
a modern SHS—especially in the light of a majority of consumers being agnos-
tic of technology and not necessarily trained in computer and network security.
They may thus not be fully aware of what privacy invasions must be expected
when certain sensory data are leaked or revealed from their smart environment.

Ref. [4] defines smart communities as interconnected sets of colocated homes
that share certain common processing infrastructure. The authors give an exam-
ple of a distributed intrusion detection/aversion scheme based on surveillance
data from multiple homes that is processed centrally in the community and
an example of smart healthcare where neighbors are alerted when a critical
health situation is detected. The paper also projects a call center responsible
for multiple smart communities for emergencies or further assistance. While
the authors propose the centralized processing of data for privacy reasons, it
is likely that not every smart community will want to maintain a data center
on its premises. The next paper [6], though unrelated, predicts a trend toward
more artificial intelligence and thus processing power in future smart homes.
The paper foresees that with the increasing number of sensors and readings, a
single smart home might not be able to process all the data and thus it processes
them in a cloud environment. Privacy is listed as a potential issue. In a simi-
lar light, [S] proposes a framework to integrate smart homes into platform as a
service clouds. Data privacy is supposedly managed by the user but the deci-
sion on which data to use and process seems to take place post transmission
in the cloud. The cloud interface provides additional services or virtual smart
home devices provided by third parties. Further improvements in the broad con-
text of lifestyle are presented in [7], where ambient intelligence is mentioned.
The paper predicts how smart devices will carry an individual’s preferences who
will then experience personalized results in places such as museums and other
public places.

Overall, the trend is clearly geared toward a highly interconnected smart
world where data are processed in a distributed fashion and the line between
private data sharing, such as highly sensitive and individual medical records, and
beneficial services is at risk of becoming increasingly blurred. In fact, both might
not even remain separable due to design, marketing, or infrastructural decisions.
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The problem is further amplified when individuals may no longer have a choice
as to what part of the collected bulk sensor data is shared or even transmitted
over a potentially insecure network. It is thus crucial to set the bar high for both
security and privacy. Even when individuals do explicitly consent to data shar-
ing, the actual transmission protocol must always be open and reviewable for
potential leaks.! Accountability is key to gain the user’s trust and, once obtained,
can only be beneficial to the product’s success. Since smart home installations
have a comparatively long lifetime of several years or decades and process sensi-
tive sensory information, interested parties will likely take their time to evaluate
and research their options. Open-source approaches are, in general, very favor-
able toward trustworthiness and, possibly, also toward the longevity of a product
when the modifications and extensions can be installed by the owner/user with-
out requiring specific tools or requiring digital signatures. Unfortunately, the shift
toward more open protocols is slow and customers might not always see the ben-
efits of open solutions. A change is only expected to happen when demanded by
a majority of customers or with comparably successful open solutions.

5.2 Related Work

This section lists related security research in the smart home context and explains
the differences to this work. We conclude that there has been—to the best of
our knowledge—no previous security assessment of this kind on smart home
environments with a wired powerline bus type and, particularly, not for the dS
architecture. The journal article in [8] surveys the available SHS technology
but only briefly lists potential attack vectors on the SHS control infrastructure
(DDoS). It also details personal security, that is, not software system—related
security, automation logic proposals such as notifying emergency services when
a fire is detected, unusual user behavior detection using neural networks, and
a privacy guard to protect against sensitive information leakage. The paper in
[9] covers the defect and prevent approach to several security issues in wire-
less sensor networks in the SHS context. Several attack vectors that compromise
confidentiality, integrity, and availability are shared in this paper. In contrast,
we analyze security issues on the example of dS products, which uses a wired
bus system with non-factory default and optional wireless connectivity. Ref. [10]
proposes a meter-reporting system based on public key encryption that does not
reveal specific power usage to the utility company. The system is based on signed
readings by a trusted reader. The processing then directly applies the matching
price tariff to those readings, resulting in a fully verifiable bill without specific
usage information. This paper creates a good solution to verifiably aggregate
metering data but requires a trusted meter by the utility company, which the dS

!deally, the protocols are independently audited and published with unredacted raw data to the general
public.
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environment does not target or provide. Ref. [11] proposes a framework for eval-
uating security risks associated with technologies used at home. The paper also
associates high-level attacker goals such as extortion or blackmail to low-level
attacks compromising the infrastructure. We focus solely on low-level security
issues and leave out inferring the potential consequences. Finally, [3] presents a
deep literature review of smart homes and provides a prediction of future devel-
opment going toward integrated healthcare systems. Due to the amount of time
that people spend in their homes, there is a large economic potential for inte-
grated services. Additionally, the paper includes a section of papers dedicated to
security. dS does not appear in any of the papers; however, some wired systems
such as KNX are listed.

5.3 The digitalSTROM Environment

The dS environment is SHS designed primarily for personal home use. It can
also be simultaneously used in multiple apartments of a building, whereas each
apartment has its own installation. The installation consists of one (optional?)
digitalSTROM server (dSS), usually one digitalSTROM meter (dSM) and one
digitalSTROM filter (dSF) per circuit, and numerous terminal blocks (small
clamps) with a digital STROM chip (dSC) for each device. The dSF is responsible
for filtering out dS messages on the power bus and prevent them from reaching
the outside world. This is technically required when multiple dS installations are
present nearby to prevent cross talk. Each dSM can handle up to 128 clamps and
communicates with the other dSM and the dSS using the ds485 two-wire pro-
tocol.> The ds485 bus can span up to 100 m but is usually confined within the
cabinet (dashed line in Figure 5.1). dSC are conventionally integrated in a termi-
nal block (“clamp”) that, in turn, is connected directly to a power switch or an
appliance. The dSC can also be integrated directly into an appliance, into a power
socket, or onto a socket list by a licensed manufacturer. The appliances communi-
cate over the power wire using a proprietary closed protocol (dash-dotted line in
Figure 5.1). The bandwidth available to dS devices is very limited with 100 bauds
(dSM — dSC) / 400 bauds (dSC — dSM) [12]. The reaction time for events is
between 250 and 750 ms. Figure 5.1 shows a simplified SHS consisting of three
separate power circuits (one per floor), two dS appliances (TV, light on the dash-
dotted line), and a non-dS charging electric vehicle on an outdoor plug. The dSM
are interconnected (dashed lines) with the dSS by the two-wire bus. The dSS is
connected to the home network, symbolized by the wireless router, by a Cat.5
cable or, optionally, by a supported wireless universal serial bus (USB) dongle.

2 Although the basic configuration can be made without a dSS, more complex events such as timer-
based ones are only possible with a dSS installed.
3The name ds485 is an analogy for the serial RS485 bus protocol.
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Figure 5.1: A sample digitalSTROM SHS.

A control device (typically a smartphone or tablet) is connected to the home net-
work with the wireless network. The dSS provides a web interface for configura-
tion and an AJAX/JSON application programmable interface (API) for control.

5.4 Attack Vectors on SHS

We grouped the possible SHS attack vectors into five vulnerability categories,
which are detailed in this section: wired SHS commonly use (1) a server for state
management and to provide a control interface or APL, (2) a bus for communi-
cation with the appliances, and (3) a small clamp or control device for switching
individual appliances. This system is ultimately controlled by the user with (4)
a control device such as a smartphone. Additionally, (5) remote third-party ser-
vices may be contracted to extend the system’s core functionality. The categories
and their communicative interaction are visualized in Figure 5.2.

Remote
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Figure 5.2: The five risk categories.
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We divided the attacks into nine relative and perceived risk categories: low,
medium, and high in each of the two dimensions, severity and probability, shown
in Figure 5.3. The risk is based on how likely and how severe a given attack is.
We note that more probable attacks are assigned higher risk ratings than more
severe ones.

5.4.1 Central digitalSTROM server

This first subsection elaborates on the possibilities of gaining access to the central
dS server as a means to compromise the entire SHS. The central server has total
access privileges to the SHS: it can switch appliances, read out metering values,
manage API connections on the home network, and run virtually permanently.
The server is thus the most crucial component to secure within the SHS. Due to
the many interfaces, it is also the most exposed part. This server role is assumed
by the dSS component and is located in the cabinet. In dS systems, the location
is dictated by the proximity to the dSM circuit meters. The dSS is an embedded
Linux platform with 400 Mhz ARM9 CPU, 64 Mb ram, 1 Gb flash memory, two
USB ports, and an RJ45 100 Mbit Ethernet port. It features an onboard RS-232
serial port for recovery purposes [13]. The first possibility to attack the dSS is by
gaining physical access and compromising the root system password. This can
be done using the debug ports to gain access to the serial console and thus the
(uBoot) boot loader. Earlier versions of the dSS featured only 256 Mb flash stor-
age but used an SD card as the main storage drive, which added the possibility of
maliciously switching SD cards to one with added or modified credentials. Due
to the high impact but local constraint (physical access required), this attack is
rated at risk level 4. The second possibility is to gain access to the local wired or,
if available, wireless network and (1) exploit a system vulnerability (e.g., TCP/IP
vulnerability in the Linux IP stack or network driver both local area network
(LAN) or wireless local area network (WLAN) if a WLAN dongle is plugged
into the dSS); or (2) exploit a service vulnerability of a service running with
system privileges, for example, an SSH server (Dropbear), if enabled. We note
at this point that the dSS process handling dS events does not run with elevated
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privileges. Alternatively, an attacker can (3) exploit an API vulnerability within
the dSS process. This attack is generally locally bound to the home network and
wireless range but weak router/firewall rules may directly expose the dSS to the
Internet and thus pose a major potential flaw. Since home automation systems
are long-term systems with expected run times of 10-15 years, the software is
highly likely to become outdated and unmaintained during its life cycle, thus
greatly increasing the risk. Due to the high potential severity, we assign these two
vectors the risk rating 7. Third, an attacker may target the server via the dS485
bus interconnecting the dSM by (1) directly gaining wire access or (2) indirectly
by a rogue dSC that injects events that trigger a given message by the dSM on
this bus. This attack is judged as having medium impact due to the ability to
control the whole static SHS, that is, the functionality of the SHS available when
no dSS is installed, with low probability. Besides the impact on the powerline
bus, it is questionable whether such an attack would be able to compromise the
dSS integrity and would have to be determined by a code analysis of the dS485
bus handler process. We thus assign this attack vector the risk level 2. The fourth
attack possibility is to redirect or abuse the app store to (1) inject rogue updates
with open backdoors, which is possible because updates are not digitally veri-
fied; or (2) rogue apps may be installed either by mistake or by misguiding the
user into installing them. As dS apps do not have system privileges because they
are run from within the dSS process and are restricted to a JavaScript sandbox,
the main threat is to privacy, as all events can be triggered and registered. Both
rogue updates and apps can be installed when the attacker has control over the
local network and can intercept and modify the home network traffic from and
to the dSS as the updates are served through an unencrypted hypertext transfer
protocol (HTTP) connection. Without local access, it is very hard to manipu-
late network traffic; however, due to the high impact of a compromised update,
this attack vector is assigned the risk level 4. When considering rogue apps, we
increase the risk to level 5 due to the higher probability of such an attack but
lower severity: tricking a user into installing a rogue app is possible but greatly
depends on the victim.

5.4.2 Smart control devices

This subsection describes how a compromised smart control device (SCD) such
as a smartphone or a control station leads to a compromised SHS.

Besides the wall switches in rooms, control of the SHS is generally dele-
gated to trusted or authenticated control devices or both such as smartphones
or control terminals. In the dS case, the JSON-API is only accessible by a
secure HTTPS connection and requires a token that is obtained after success-
ful authentication. If, however, a control device such as an Android or iPhone
smartphone is compromised, the control of the whole system, as far as API sup-
port reaches, is consequently compromised until the token is revoked or expires,



A Solution-Based Analysis of Attack Vectors on Smart Home Systems B 99

in case the device does not store the actual credentials. dS does not currently
feature specific (usually wall-mounted) control terminals, thus this scenario is
omitted. dS published both an iOS and an Android app. Since smartphones are
mostly connected to the Internet, they are exposed to many third-party apps and,
possibly, viruses and worms. Additionally, the device usually has full access
to the home network. These facts lead to a high-risk attack vector with risk
category nine.

5.4.3 Smart home communication bus

In this subsection, we analyze the risks of a compromised communication bus,
the implications of which directly lead to a largely compromised SHS. dS uses a
proprietary but unencrypted protocol for its communication on the power wiring
(powerline) [12]. As the protocol uses neither encryption nor authentication,
any received messages are assumed to be valid. This opens the possibility for
(1) injecting control signals to directly control appliances or disrupt the sys-
tem or (2) injecting invalid power readings to falsify the reporting system on
power consumption. When falsifying consumption readings, this only falsifies
the reading of individual single devices as the dSM is aware of the total sub-
circuit consumption independently of any attached dSC. Having access to the
communication bus allows easy jamming of the SHS, thereby creating a denial
of service (DoS)-type attack. The low bus bandwidth makes this attack particu-
larly effective. The attacker has the choice of jamming only the subcircuit with
the attached rogue sender device or the whole system by continuously sending
system-wide events, such as alarms, which are then broadcast by the dSM into the
adjacent subcircuits. As all dS appliances have access to the powerline bus and
thus have full control of the bus within their subcircuit, an attacker may attach a
rogue appliance anywhere in the system. If the attacker does not have physical
access, he or she may still trick someone who does have access into plugging in
an appliance for him or her, for instance, by gifting or lending such a prepared
appliance. dS appliances can be anything from a lamp to a TV or a computer.
As dSC clamps are relatively small and only draw minimal power, they are eas-
ily hidden inside an appliance case. An alternative and limited attack consists of
connecting unmodified original dS clamps to the system, which automatically
registers and adds the device, an automatic plug-n-play (PnP) procedure that
takes less than 10 min. Once registered, the device is ready for use, for exam-
ple, a clamp with a yellow color code* switches all room lights in the room that
it is plugged in. A generic panic button will trigger the panic procedure, which
defaults to turning on all lights and opening all shades and blinds in the entire
installation. With the locally limited exposure of the powerline bus, generally
secure premises (except for outdoor plugs) but with high control level, this attack

4dS clamps are color coded according to their functionality.
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vector is rated a risk category 4 (private home without outdoor plugs) or 7 (with
an easily reachable outdoor plug or when the SHS is a semipublic environment
such as an office space). An alternative point of entry is the ds485 bus intercon-
necting the dSM and dSS. The implications are the same as compromising the
powerline bus with an additional small but unverified possibility of exploiting
the dSS’s process by buffer overflow. This attack does not seem very likely or
attractive as dSM are usually located next to the more rewarding dSS. We thus
assign the risk category 4.

5.4.4 Remote third-party services

This subsection analyzes the trust implications of connecting third-party services
with the SHS. A third-party service provides additional functionality to the SHS.
Those services can be classified into two categories: (1) monitoring services and
(2) control delegation services. A service can also be classified in both cate-
gories simultaneously. The monitoring services accept consumption statistics,
system events, or other collected data and provide a suggested or analytical ser-
vice based on the data interpretation. As such, this type of service imposes solely
a privacy risk as identifying events such as home presence and activities may be
leaked [18]. We rank this attack vector at risk level 3 but the actual danger could
greatly vary depending on the nature of the leaked information and the danger
that such a leak could go unnoticed for a very long time. The second category of
services requires control permissions and thus API access by a token, which may
be revoked individually [18]. Such services may, for instance, provide an alterna-
tive Internet-based user interface. As a consequence, a compromised third-party
service directly implicates a compromised SHS and carries an elevated risk rated
at 7 or 9, depending on how secure and trustworthy the third-party service is. dS
offers such a service called mein.digitalSTROM [19] using a dS app that allows
installation via remote control. It also allows temporary control delegation with
a time-expiring link and backs up local configuration and metering data. Based
on these facts, it is inevitable that all third-party services be trusted with private
data and system control, respectively.

5.4.5 Two attack scenarios

In this subsection, we elaborate on two theoretical attack scenarios based on our
previous analysis.

The first attack uses the dS Android smartphone app [14] as the entry vector
and switches lights on at night when the homeowners are sleeping. The sec-
ond attack uploads power readings to a remote server, allowing the attacker
to know when the home is empty or is likely to be empty. The first attack is
created by installing a rogue app on the homeowner’s Android smartphone. This
app poses as a totally unrelated app to the SHS. Once the app is installed on
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the SHS owner’s smartphone, it launches a background service that sends an
Android intent [16], a cross-app message using the dS app’s public interface,
to the dS app sometime during the night. The unmodified and unknowing dS
app then performs the action using the stored credentials. The malicious app
does not need to know any connection details or the API token. While the attack
may sound banal, more frightening scenarios can be envisaged. In the second
attack, the dS app is installed by the user on the dSS using the official dS app
store. Once installed, the app collects consumption data from all connected dSM
and periodically uploads them to a remote location. The attacker uses this col-
lected data to establish when the residence is likely to be empty. We do note that
third-party apps will likely have to pass a code review before being entered into
the dS app store. There are enough legitimate uses for sending private data and
the app should thus pass a code inspection based on different expectations by
the reviewer and the app’s user, especially if the documentation is ambiguous,
suggestive, or simply missing.

5.5 SHS Hardening

This section is modeled from Chapter 4. It is organized into the central dS server,
SCDs, smart home communication bus, and third-party services. In an effort to
harden SHS against the attacks described in the previous section, we recom-
mend adopting proven strategies from other domains. In addition to providing
security-enhancing suggestions, we reflect on the usability impact of the pro-
posed solutions.

5.5.1 Central digitalSTROM server

This subsection reiterates the crucial role of the central dS server in the overall
system security. Because of its central role and exposure to different interfaces
in the SHS, a physical server breach is rated at both the highest severity and
highest probability. To protect against physical server breaches, the easiest and,
at the same time, most effective method is, arguably, to lock the cabinet if it
is located in a (semi)public space. This should be recommended to every cus-
tomer through the installation documentation. This solution has a low usability
impact and leaves the choice and risk assessment to the customer. Within pri-
vate spaces, the risk of a physically compromised dSS is rated low. If additional
security is desired, one could make use of a tamper-evident case, which may
avert certain attackers. This change requires a customer to be aware of how to
check the integrity seal, which could possibly be done remotely, but still requires
a lock-secured cabinet. A tamper-evident case incurs a high usability impact due
to the need for additional training. To protect against network-based attacks on
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the dSS, it is important to make the user change the default access password,
preferably during the initial setup. A default access password together with an
open network results in a very high probability and high severity risk. Usability
is only minimally impacted by requesting the user to set a password on setup.
The initial setup could be streamlined by a setup wizard, which would cover this
step. To prevent man-in-the-middle (MitM) attacks, such as modifying the sys-
tem or app updates, dS update servers should default to an encrypted HTTPS
connection with a valid SSL certificate. Such a secure connection is transparent
to the user and thus does not incur any usability changes. To reduce the risk of a
totally compromised SHS, the introduction of a permission-based access control
system for the API is suggested. Possible permissions include reading out meter
values, controllable dSMs/rooms such that an application may be restricted to
controlling appliances in one subcircuit or even individual appliances, the events
that can be triggered, and the events that one can register with. This list is not
exhaustive and further permissions may be applicable. There is a certain trade-off
between usability and permission configurability as analyzed by [15]; however,
the impact could be lessened by allowing full permissions by default and leaving
the specific constraining to knowledgeable users within the “advanced settings”
menu option.

5.5.2 Smart control devices

SCD have full control over the SHS. Thus, it is crucial to educate all users that
a compromised SCD implies a compromised SHS. The dS app for Android pro-
vides other apps on the smartphone with the possibility to send intents (Android
control messages) that the app will then react on. Thus, any app on such a smart-
phone can control the SHS. We propose adding a white list of registered apps,
managed by the user, to the Android dS app to verify that a certain app is allowed
to control the SHS. The list would be updated on the fly upon first request as to
impact usability only minimally. Users may also feel more secure when they
know which apps can, or are trying to, control their SHS.

5.5.3 Smart home communication bus

dS uses a proprietary protocol for communication between a dSC and a dSM. The
technology does not permit inter-dSC communication without going through a
dSM first due to separate up- and downstream channels. If one were to reverse
engineer the communication protocol and implement a device speaking the
protocol—or reverse engineering a dSC’s interface/firmware—an attacker could
easily inject messages or jam the circuit and installation and create a DoS attack.
We thus strongly recommend investigating adding an encryption layer such as
targeting low power and very low overhead settings [17]. An encryption layer
may incur a moderate overhead in usability if keys have to be set up by the
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user. We further suggest adding an option to disable the PnP functionality for
automatically registering new devices, especially in semiprivate environments
such as offices where power plugs are readily available to anyone having phys-
ical access. For ease of use, we do not suggest disabling the PnP by default,
but when the auto-registration function has been disabled, we suggest adding a
timer-based enable function—-analogous to how Bluetooth pairing works—that
allows auto-registering appliances that are plugged in during a short time frame.
The usability impact of such a feature is minimal, resulting in only one more
option that could be placed within the advance configuration mode.

5.5.4 Remote third-party services

Remote services provide additional functionality to the SHS by either provid-
ing remote access to the dSS or by analyzing and reporting on collected data.
To harden the system against privacy leaks, we suggest implementing config-
urable time-resolution limit permissions to the already proposed permission sys-
tem. Such a resolution limit would, for example, not allow access to resolutions
below a 15 min aggregation in order to maximize privacy. As such a restriction is
optional, the usability impact remains small while giving the user a much greater
sense of privacy. To harden against compromised third-party services, a restricted
set of permissions should be applied to remote-controlled API accesses; addi-
tionally, all API accesses and transactions should be logged for a future audit.
As the user is responsible for checking the logs, he or she does incur a great
usability impairment unless combined with a method of automatically check-
ing logs for irregularities. A third-party app should only be accepted into the
dS app store when sufficient, clear, and unambiguous documentation is avail-
able as to what data are being processed and sent off remotely and what control
events are raised by the app. The code reviewers are responsible for checking the
code paths against the documentation and asking for corrections before accept-
ing it. Before installing an app, a user should have the possibility to accept
or reject the requested functionality. There is a minimal usability overhead to
display the app documentation, which has to be manually accepted or rejected
by the user.

5.6 Solution Analysis

We now look back on the sample attacks in the light of the suggested improve-
ments and find that the attacks would no longer be possible. We do note that all
proposed solutions are theoretical improvements based on research and experi-
ence in related fields. The physical experimentation of the suggested solutions in
this exact context is left as a future work item.
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The first attack scenario uses the dS Android app to stealthily inject control
events into the SHS. With a white list of apps that are allowed to send control
events through the dS Android app, any app on the smartphone would have to
request permission before being granted access, thus thwarting a stealthy attack.
A visual clue should make it apparent that the said app, which has nothing to do
with the SHS, pursues a malicious purpose when it seeks to access the SHS via
the exposed Android intent.

The second app that sends consumption events to a remote server would have
to declare its intent to send readings to a remote service in the documentation
and request those specific permissions during the installation. If this is against
the purpose of the app, the user should recognize the threat and choose not to
install the app.

After implementing our proposed solutions, both sample attacks would thus
no longer be possible.

5.7 Conclusion

We conclude this chapter by reiterating that homes are very intimate places
where people expect and deserve a high level of privacy and security; this level
is currently not being satisfactorily offered by the feature-driven industry. We
have elaborated different attack vectors on a dS SHS, which range from phys-
ical breaches to networked attacks all the way to third-party remote issues. We
have demonstrated the actual abuse of two of those attack vectors and suggested
various improvements to all of the identified attack vectors along with possible
usability impairments resulting from the solutions. We hope that this research
will lead to an increase in openness and security awareness from the early devel-
opment process on in generic SHS products and particularly to an improved dS
system.
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6.1 Introduction

With the advances of wireless communication technologies, wireless sensor net-
works (WSNs) have been widely deployed to monitor the surroundings. As those
WSNss scale in size, the large volume of sensed data and the required energy of
collecting them have led to data-centric sensor networks (DCSNs) [9, 21]. In
DCSNGs, sensed data are stored among a few dedicated storage nodes in the net-
work, and a mobile sink will visit the network occasionally to collect the stored
data. Unlike its previous counterpart, the sink-based sensor network, where one
sink is used to collect and store sensed data, a DCSN is efficient and robust, since
it does not require every sensor node to deliver data to the sink, which may be
far away and may also become a single point of failure.

Once deployed, possibly in a remote environment, DCSNs are typically
left unattended, with occasional human visits, and can create vast quanti-
ties of information. The characteristic of little physical protection combined
with their low-cost nature makes DCSNs vulnerable to a wide variety of net-
work dynamics and attacks, including node capture, node compromise, node
failure, packet injections, jamming attacks, and so on. As a result, an adver-
sary may breach data privacy by acquiring sensitive data stored in the net-
work through compromising nodes, or may affect data availability by removing
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data permanently via disabling network nodes. For instance, in a DCSN that is
deployed in a forest for monitoring and tracking endangered animals, obtaining
the stored data will reveal location information about targets, which may create
life-threatening risks.

To overcome these problems, many cryptography-based methods [3, 18, 21]
have been designed to ensure data integrity, confidentiality, and access control
for sensor networks. Although those cryptography-based strategies are essen-
tial in protecting WSNs against various attacks, they can only partially address
the threats against data privacy and data availability. For instance, they cannot
cope with information leakage caused by node compromise or communication
disturbances caused by jamming attacks. Additionally, most cryptography-based
strategies rely on robust key management schemes, which will impose extra stor-
age costs and complicate network deployment as well as its operations. There-
fore, in this research, we are interested in whether we can mitigate threats against
data privacy and data availability by non-cryptography-based methods that only
exploit the sensor location diversity exhibited in the typical wireless sensor
network.

Addressing data privacy issues together with data availability is problematic.
To increase data availability against node failure, it is natural to replicate data to
many nodes. However, this replication introduces the risk of data privacy leakage
due to node compromise. The requirement of energy efficiency further compli-
cates the solution. To strike a balance among these three goals, in this research
we construct a graph called the spatial privacy graph (SPG) to guide data dissem-
ination and ensure that the scheme can achieve a higher level of data privacy and
data availability at lower energy cost compared with other data dissemination
schemes.

6.2 Problem Overview

Since cryptography-based strategies cannot address all the threats against data
privacy and data availability, we study the noncryptography schemes that can
achieve the goal. We first overview the problem by examining the network model
and threat model. We summarize the notations that are used in Table 6.1.

6.2.1 Network model

This work focuses on a data-centric sensor network that is deployed for tracking
targets. Specifically, the sensing application first utilizes trusted data collectors to
collect messages generated by every sensor, and then derives the location infor-
mation of the target from the messages. The network consists of sensor nodes,
storage nodes, and mobile sinks, as shown in Figure 6.1.
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Table 6.1 Frequently used notations

Notation Explanation Notation Explanation
S, The set of sensor nodes ny, The total number of sensor
nodes
Ss The set of storage nodes N The total number of storage
nodes
X; A sensor node, where i € Vi A storage node, where i €
{1,...,n,} {1,...,ns}
Ts The sensing radius of sensor r, The communication radius
nodes of sensor nodes
1;(?) The I-state of storage node i 1*(¢) The master I-state, n*(t) =
at time ¢ Mics, Mi(t)
p Duplication probability V(n(¢)) The area of I-state 1(¢)
P I-state based privacy A I-state based availability
measure measure
E Energy cost
U v Lo @ @ ¢>  Sensornode

%@ Storage node

h e o %&9 Mobile sink

Figure 6.1: An illustration of a data-centric sensor network (DCSN).

6.2.1.1 Sensor nodes

A network of n,, static sensor nodes S, are deployed through a planar environment
W at positions xy,Xy,...,X,, and S, = {xi};c[1..,- Each sensor node continually
senses its surroundings, and sends an event message to storage nodes whenever
it senses an event of interest. Sensor nodes are identical, with the same sensing
range r; and the same communication range r.. The sensor nodes do not store
data because of their lack of sufficient memory to store data for months or years
and the prohibitive number of nodes from which a mobile sink needs to offload
data. Instead, they always forward data to storage nodes.

Additionally, the network consists of low-cost sensors capable of coarse sens-
ing. That is, each sensor is equipped with a long-range proximity sensor that
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can detect the target whenever ||q(¢) —x,,|| < r;, where g(t) is the position of a
target at time ¢. This sensing is Boolean, in the sense that the node knows only
whether or not the target has been detected, but no other information. Thus, the
reported measurement will be a circle with radius r;. Moreover, the value of r;
is sufficiently large that the capture one message does not breach the privacy
requirements.

Finally, each sensor node is aware of the relative location of its neighbors.
Such information can be obtained by wireless localization algorithms [19].

6.2.1.2 Storage nodes

A collection of n; storage nodes S; are deployed across the environment W at
position y1,ya, ..., Ya,, Where ny < n,, and Sy = {y;}ic[1..,)- Storage nodes have
larger memory and larger battery capacity. They are in charge of storing data
before mobile sinks offload the data. To prevent malicious users from overflow-
ing the storage nodes by injecting faulty packets, each storage node will perform
data filtering to sterilize the data. Thus, no matter whether the data are encrypted
or not during message deliveries, storage nodes are required to access the plain-
text of each packet.

6.2.1.3 Mobile sinks

From time to time, one or more mobile sinks will visit the network, and they will
get close to each storage node to offload data. Because of their relatively small
number, mobile sinks are equipped with tamperproof hardware, or guarded by
humans. Thus, mobile sinks cannot be compromised by any adversary or fol-
lowed by a jammer that may interfere with their communication. In summary,
mobile sinks are reliable and trustworthy.

6.2.2 Threat model

Both unintentional and malicious threats that breach data privacy and harm data
availability are considered here. In particular, we make the following assump-
tions about the damage that adversaries or network dynamics can cause:

Nodes can be compromised. Since both sensor nodes and storage nodes are
left in the field unattended and are prone to compromise, we assume both of them
to be untrustworthy. However, an adversary can only compromise up to g storage
nodes, sensor nodes, or any combination of them. As a starting point, we assume
that g = 1 and adversaries are only interested in capturing storage nodes due to
the higher payoff of compromising a storage node than a sensor node. When
a node is compromised, adversaries can obtain all stored data including secret
keys and sensed data. Moreover, we assume that adversaries do not have a global
view of the network and are unaware of all the locations of sensor nodes as well
as storage nodes.
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Nodes can fail or be jammed. We assume both that sensor nodes and storage
nodes can fail during the lifetime of the network. They can experience hardware
problems, causing permanent data loss, or their communication channel can suf-
fer from severe radio interference, resulting in an inability to receive or send data.
In either case, the data that are stored or scheduled to be stored on the affected
storage nodes will not be available to mobile sinks.

In summary, data can be leaked to adversaries or can be unavailable to
mobile sinks due to various reasons, breaching data privacy and harming data
availability.

6.3 Problem Formulation
6.3.1 Privacy scope

Data privacy of a network includes content privacy and context privacy [10]. This
study focuses on content privacy breaches that are caused by node compromise,
node failure, or even DoS attacks. We refer readers to other research [4, 10] that
deals with preserving context privacy; for example, where the communication
has occurred and who has participated in the communication. We note that those
two problems are complementary: our content-aware data dissemination problem
focuses on which storage node to deliver while confext-aware routing problems
deal with how to deliver data.

6.3.2 Motivation for privacy and availability definition

Preserving privacy is normally considered as the guarantee that data is observ-
able only by those who are supposed to access it. However, such a definition
does not capture the fact that privacy is closely linked to its resolution of uncer-
tainty. Taking location privacy, for example, we generally do not want to reveal
where we are. Here, the definition of where we are determines the boundary of
the tolerance level of privacy, and it can be quite different in various cases. As an
example, Alice might be willing to reveal her location information if the granu-
larity of location is at the level of city, while she is unwilling to reveal her current
street address. Similarly, a granularity of no less than 250 m may be acceptable
for protecting endangered animals, but not less than 25 m. Thus, the definition of
privacy should quantify the level of information uncertainty. Similarly, the goal
of data availability is not necessarily to guarantee that all data records are acces-
sible, but to ensure the available data set produces enough information about the
target with acceptable levels resolution, that is, uncertainty.

Before quantifying information uncertainty, it is important to clarify the
relationship between information and messages in sensor networks. Since the
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Figure 6.2: Illustration that a combination of two potential related nodes provides
more valuable information than three nodes which possess similar information.

message generated by each node only provides a portion of the global location
information that the sensing application has, one naive method to quantify infor-
mation uncertainty is to count the number of messages. For instance, breach-
ing data privacy can be quantified by the number of messages obtained by
adversaries, and data availability can be defined as the number of available
messages.

However, with regard to privacy and availability, the content of messages is
more important than the quantity of messages. Figure 6.2 provides a simple illus-
tration of the idea in the context of target-tracking applications, where the con-
tent refers to the location of the target. In the figure, nodes A, B, C, and D detect
the target using their proximity sensors, and each generates a message report-
ing the possible region of the target as a circle centered at itself. The location
information of the target provided by a set of messages is the intersection of cor-
responding disks. Combining three messages from nodes A, B, and C results in
an intersection region much larger than the intersection of nodes A and D’s sens-
ing ranges. Thus, leaking three messages does not necessarily map to a worse
privacy breach than leaking two messages, and the definition of data privacy and
data availability should be content-aware rather than just counting the messages.

6.3.3 Uncertainty and information states
6.3.3.1 Modeling the uncertainty

We employ the concept of information states (I-states) [6, 17] to capture the toler-
ance level of uncertainty on both privacy and availability associated with a set of
messages. [-states are used in robotics to reason about uncertainty and explicitly
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encode the uncertainty about the target. More precisely, the term state refers to an
instantaneous description of this target at a given time. In target tracking, I-states
are the set of possible states that are consistent with the measurements provided
by sensors, for example, the possible locations of the target that can produce
such measurements; [-states are calculated according to the content of messages.
The main advantage of using the concept of I-states is that no prior knowledge
of the target but the message contents is required. In comparison, entropy has
been used to define privacy [5, 20], but it is only applicable to limited scopes
because its calculation requires prior knowledge of the probability distribution
for the targets’ movements.

Formally, in a network that tracks the motion of a target through a planar
environment W using proximity sensors, let us suppose that prior to some time
tr sensor nodes have measured m samples that map to m messages,

{(01,t1),...,(Omstm)} 6.1)

in which O; is a circle known to contain the true state, and #; is a timestamp
at which this information was known to be valid. Then, a target position § is
consistent with those messages if and only if there exists a continuous trajectory
q:[0,tf] = W such that

1. dg/dt < vy forallt € [0,1f], where v, is the target’s maximum speed.
2. q(t;) € O; foralli€ [1,m].
3. Q(tf') = qA

The I-state 1(¢) at time ¢ is the set of target positions consistent with the
messages with timestamps prior to time 7. V (11(¢)) denotes the area of the I-state
n(t), which quantifies the level of uncertainty. A larger value for V (n(¢)) means
that the target can be anywhere inside a larger area, corresponding to a higher
level of uncertainty.

Consider the example illustrated in Figure 6.2a, and let us assume at time t =
0 nodes A, B, and C generate three messages. The I-state 11(0) associated with all
three messages is the points inside the intersection of those three disks centered
at nodes A, B, and C, respectively; and V (1)(¢)) is the area of that intersecting
region, denoted by the shaded region in Figure 6.2a.

6.3.3.2 Computing the information state

Figure 6.3 illustrates the calculation of the I-state. It starts with an initial state
n(0) =W, and is updated after time passes or new messages are received:

B When the time passes from #; to #, without any messages being received,
1(t;) is computed from 1(¢;) by performing a Minkowski sum of 1(#;)
with a ball of radius (¢, — #1) Vg, Informally, this “expands” the I-state to
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Figure 6.3: Computing the I-state: (a) an initial information state; (b) expansion to
account for the passage of time, and intersection with received message disks; (c) the
resulting updated I-state.

reflect the fact that the state may have changed since the previous message
was received. The resulting region is retained as 1(;).

m When a message (O,1) is received, the existing I-state is updated to the
correct1)(¢) by intersecting the current I-state with O. This takes the infor-
mation provided by the message into account.

6.3.3.3 Information states in the network

For a network with ny storage nodes, each storage node y; will calculate its
I-state 11(¢) based on its received messages. Additionally, there exists a “mas-
ter” I-state 11*(¢) derived from all the messages received across all storage nodes,
andn*(¢) =ny(t)N---Nn,, (7). Thus, there exist ny + 1 I-states in the network in
total.

In a normal scenario, without any attacks or hardware failures, the mobile
sink is able to collect all data stored at each storage node and to obtain 1* (),
while in practice, some storage nodes may fail and prevent the mobile sink from
obtaining n* (¢), reducing the amount of information available to the mobile sink.
Moreover, it is possible that an adversary compromises one storage node y; and
acquires its I-state 17;(¢), breaching network privacy.

6.3.4 Evaluation criteria

We target to design an energy-efficient data dissemination scheme that can
enhance both privacy and availability. Thus, we define three evaluation metrics.
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6.34.1 Privacy

Consider the case that the adversary is able to compromise one storage node i. We
define the levels of this privacy breach as the size ratio between 1;(¢),! which the
adversary can access, and 1*(¢), which is the knowledge of the entire network.
This ratio is a measure of the quantity of information that is protected in spite of
the compromise. Of course, compromising different storage nodes may lead to a
different level of payoff. In light of the fact that security is typically determined
by the weakest point in the system, we define privacy by considering the worst
case across all possible compromised storage node:

V(@)
min;es, V (M:(1))

for the privacy level at time ¢. The interpretation of this metric is that when P =0,
a single storage node has access to the full knowledge of the network, and privacy
cannot be preserved against that storage node being compromised. Similarly,
P =1 would indicate “perfect” privacy, but this clearly cannot be achieved, since
it would require the network to retain information that is not stored at any of its
storage nodes.

P=1 (6.2)

6.3.4.2 Availability

Similarly to the definition of privacy, to define network availability, we consider
the area of the I-state available to the entire network, in comparison to the area
that is stored at each individual storage node. If a storage node fails, then the
knowledge that can be reconstructed from the remaining n; — 1 storage nodes is
simply the intersection of their I-states. As a result, we can define availability by
considering the worst case across all possible storage node failures:

V(n* (1)

= (6.3)
max;esg, V(ijS;—{i} n;(1))

To interpret this metric, we observe that if all of the messages are sent only to
a single storage node, then we obtain A = 0, the worst availability, since the
network then has a single point of failure. In contrast, if each message is sent to
at least two distinct storage nodes, then A = 1, the “perfect” availability, because
no single failure can result in data loss. Realistic, energy-efficient protocols fall
somewhere between these two extremes.

6.34.3 Energy

Because the energy available to each wireless sensor node is generally limited
by battery capacity, one important objective is to minimize the amount of energy

ISince adversaries do not possess the global information of the network, we do not consider the privacy
breaches caused by the absence of sensed data at storage nodes; for example, node A did not detect a target.
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consumed by delivering messages per unit of time. Let E (i) denote the number of
messages forwarded or generated by the sensor node i betweent =0and ¢ =T.
The system seeks to keep E as small as possible:

1
E= T;EO) (6.4)

We note that this energy representation is sufficient to model energy used both
at the sending and at the receiving end, since we can scale £ up by multiplying
by a coefficient o. This coefficient may include the energy consumed both as
the sender transmits the message and as its neighbors overhear and process the
message.

6.3.5 Problem definition

The goal of the proposed data dissemination scheme is to let sensor nodes deter-
mine to which storage node they should deliver their observations, so that the
overall privacy P and availability A are both good while the energy consumption
E is small. As such, the data dissemination protocol can be modeled as a color
assignment function. Each storage node is labeled with a unique color ID, for
instance, the same as the storage node ID; and assigned colors to each sensor to
indicate to which storage nodes to deliver its data. We define the color assign-
ment C as a function mapping each sensor node x; to one or multiple storage
nodes in Sy, that is,

C:S,—2%

where 2% is the power set of S;. The problem of preserving privacy and avail-
ability is equivalent to finding a color assignment function C that maximizes the
privacy and availability of the network at minimum energy cost.

Solving this nonlinear multiobjective optimization problem is challenging,
since these three evaluation criteria, P, A, and E are at least partially in
conflict with one another: Intuition suggests—and our experiments confirm—
that increasing A generally reduces P and increases E. To tackle the prob-
lem, we first analyze a few baseline data dissemination technologies to gain
insights.

6.3.6 Baseline data dissemination

Essentially, the data dissemination protocols are designed with inspiration from
secret-splitting algorithms [22]. Each sensor is capable of observing a coarse
measurement of the target, similar to the concept of small pieces of the secret.
Storage nodes combine multiple messages, analogous to gaining larger portions
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Figure 6.4: Illustration of (a) shortest path coloring and (b) random coloring.

of the secret. Finally, the trusted data collector can obtain 11*(¢) by combining all
messages and can pinpoint the location of the target, corresponding to obtaining
the secret.

Intuitively, the data dissemination protocol should guide the messages to be
distributed across several storage nodes, and thus split the secret evenly among
storage nodes. To illustrate this intuition, we analyze two baseline data dissemi-
nation protocols:

6.3.6.1 Shortest path

The shortest path coloring algorithm represents general data dissemination
schemes [14] that aim at reducing energy consumption without considering
data privacy or data availability. It involves a sensor node choosing the closest
storage node to store its data. Figure 6.4a depicts an example of such a col-
oring scheme with three storage nodes, in which each sensor node transmits
to the closest storage node, measured by hop counts in the network, that is,
C(x;) = argmin, ¢ h(x;,y;), where h() returns the hop count between x; and
y;. Although such a shortest-hop-count-based coloring scheme consumes the
smallest amount of energy, it will not provide good privacy and availability. For
instance, if we imagine that a target is moving in the white region (upper-right
corner), the I-state stored at the white storage node 1,,(¢) equals n*(z). If the
white storage node happens to be compromised, the adversary can obtain the
same location information about the target as the trusted data collector. More-
over, if the white storage node is unavailable due to hardware failure, then no
target movement information will be available.
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Table 6.2 Comparison of the shortest path
coloring and the random coloring schemes in a
network of three storage nodes

Scheme Shortest Path Random Color
P 0.30 0.49

A 0.02 0.28

E 36 61

6.3.6.2 Random coloring

A naive technique to improve the data distribution across the network is to ran-
domly assign each sensor node a color, corresponding to a storage node. That is,
the function C is randomly selected, and only one color is assigned to each sensor
node. Figure 6.4b gives an example of random coloring under the same network
deployment as Figure 6.4a.

To evaluate the performance of the shortest path and the random coloring
schemes, we simulated a network with 325 identical sensor nodes spread across
a 2000m x 2000 m network field. A single target moved through the field and
each sensor node detected the target whenever it was within the sensor’s 250 m
range. The results, which are listed in Table 6.2, confirm that the shortest path
scheme achieves a low availability A and privacy P but consumes a small amount
of energy E. In comparison, the random coloring scheme consumes almost twice
the amount of energy as the shortest path, but achieves a higher level of data
privacy and data availability.

6.4 SPG-based Data Dissemination
6.4.1 Spatial privacy graph

The random coloring scheme improves privacy and availability by simply
distributing equal numbers of messages to each storage node. However, equal
distribution of messages is not sufficient. Take Figure 6.2, for example; the
combination of A’s and D’s information states 14 (¢) N1p(¢) is more “valuable”
compared tona(¢) MM (¢) NMc(¢). Thus, nodes A and D must transmit their obser-
vations to different storage nodes to improve privacy and availability. In contrast,
it is relatively harmless for the three nodes A, B, and C to transmit to the same
storage node, because the sensors for these nodes will provide very similar infor-
mation. This observation motivates us to construct an SPG that identifies those
pairs of sensor nodes that, in combination, can determine the position of the tar-
get within a small region.

Formally, a set of sensor nodes S forms an SPG Gp = (S,Ep) where a pair
of nodes (x;,x;) are connected by an edge e;; if and only if they form a privacy



122 W Security and Privacy in Internet of Things (IoTs)

Figure 6.5: Construction of spatial privacy graph: (a) communication topology;
(b) spatial privacy graph.

pair. Given a scalar parameter privacy factor a, a pair of nodes is a privacy pair, if
their distance d € [2r; —a, 2r]. Intuition tells us that these privacy pairs are nodes
whose sensing regions have small, nonzero intersections. Figure 6.5 illustrates
this process. Figure 6.5a presents a simple network scenario with seven nodes,
where the edges represent communication links. Figure 6.5b depicts the result-
ing spatial privacy graph, where the edges link privacy pairs. Although nodes G
and D are within each other’s communication range, they are too close to have
an overlapping sensing range that is small enough to be considered as a privacy
pair. Thus, G and D are not connected in the spatial privacy graph. Assuming that
2rs > rc, then the distance between node pair (A, F) is larger than their commu-
nication range r, but smaller than 2r;. As a result, nodes A and F are connected
in the spatial privacy graph.

6.4.2 [Enhancing privacy via a distributed coloring
algorithm

The SPG identifies the privacy pairs that should select different storage nodes to
save their data. Thus, to enhance data privacy, each sensor node can determine its
storage node by executing a distributed graph coloring scheme. Given an n-vertex
SPG with Gp = (S, Ep), the output of the distributed coloring scheme is a colored
graph G, = (S,Ep,C). Without loss of generality, we assign one color to each
sensor node, and denote the color assignments C as C = {c¢y,|c, = C(X;) byxes-
Ideally, G, should satisfy two requirements: valid and feasible. Here, valid means
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that for every edge e;; € Ep, its vertices x; and x; have different colors, that is,
Cy, # ¢,,, and feasible means that the color of every vertex should be one of the
storage nodes’ colors. A valid and feasible coloring can guide the network to
disseminate messages that belong to the same privacy pairs to different storage
nodes and thus achieve high privacy. However, for any SPG and given number
of storage nodes, it is not always possible to obtain a valid yet feasible colored
graph. For instance, if there are only two storage nodes available to color the SPG
shown in Figure 6.5b, then it is impossible to obtain a valid coloring among nodes
A, C, and D. To address this issue, our distributed coloring algorithm will first
generate a valid coloring and then change infeasible colors into feasible ones.

6.4.2.1 Algorithm walk-through

The distributed coloring algorithm is motivated by Linial’s coloring scheme [13],
which starts with a valid colored graph with a large number of colors and then
reduces the total number of colors iteratively. However, Linial’s coloring scheme
cannot be simply applied to this problem because it does not consider the factor
of energy consumption, which is crucial to sensor networks.

The distributed algorithm works in the following way. Prior to coloring sen-
sor nodes, we map each storage node to a unique color numbered from 1 to n;.
Then, each sensor node assigns its color purely based on its neighbors’ colors by
executing Distributed_Coloring, which is shown in Algorithm 6.1, in par-
allel. Here, we call a pair of nodes neighbors if they are connected in the SPG,
which is different from the concept of neighbors defined according to commu-
nication abilities. Each sensor x; initializes its color to a unique infeasible one;
for example, adding its own ID I,, to n;. As such, we prevent any sensor node
from preassigning itself a feasible color. Then, each sensor node participates in
iterative coloring updating until no color is updated between two consecutive
iterations.

At the beginning of each iteration, node x; announces its current color with its
ID I, to all its neighbors by broadcasting a message (Ix/., cxj), where ¢, is its cur-
rent color. At the same time, it records its neighbors’ current colors {cy, }+.cNbr-
In each iteration, only a sensor node that satisfies the following conditions is
allowed to update its color:

1. It has not been assigned a feasible color yet.
2. Its color is larger than those of all its neighbors.

Function UpdateColor () first tries to find a new color that satisfies all con-
ditions listed below.

1. Feasible: The new color should be one of the storage nodes’ colors, cj’c/, €
{1,...,n4}.

2. Valid: None of its neighbors has chosen this color, c;j ¢ {cy, }x.cNbr-
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3. Nearest: Among all valid and feasible colors, it chooses the storage node
that is separated by the fewest hop counts from itself.

Sometimes it is possible that no feasible and valid color is available, as shown
in Figure 6.5b. In those cases UpdateColor () returns —|c,,|. The algorithm ter-
minates when none of the nodes can update its color further, and the following
lemma holds.

Algorithm 6.1: Distributed_Coloring
Require: INPUT:
Nbr: neighbor set
1,,: local sensor ID
PROCEDURES:
co =1, +ng;
repeat
Announce(/,, ¢,);
{cx, }x.enpr = ReceiveAnnounce();
if ¢, > n; and ¢, > max{cy}, oy, then
¢, = UpdateColor({ ¢, } v.eNpr);
end if
until NoChange(c,) and NoChange({cy, }+,eNbr)

A U S T

Lemma 6.1
Algorithm 6.1 always terminates after |S| iterations and terminates with a valid (but
not necessarily feasible) colored graph G. = (S,Ep,C).

Proof. Termination: In each iteration, a node that can update its color must have a
color that is larger than n,. Meanwhile, a node can only update its color either to
the number between 1 and ny, or to its negative node ID. Thus, each node x; € S
will only update its color at most once. The algorithm terminates when none of
the nodes can update its color, and the total number of iterations I < |S|.

Validity: We prove validity by induction on k. Let GO = (S,Ep,C")) be the
colored graph after initialization, then for each node x;, ¢,, = I, + n,. Since all
nodes have unique identifications, Vx;,x; € S, ¢y, # ¢y, GEO) is valid.

Assume ng_l) is valid. Let the graph after the kth iteration be Gék) . Since,
in each iteration, only the node that has the largest color in its neighborhood can
update its color, we assume, without loss of generality, that node x, updates its

color from c)(c]lf*l) to c)(cﬁ). According to Color Updating Condition 2, c)(c];) #+ c)(c];)
) is valid. ]

for all x, that are its neighbors. Thus, ng
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When Algorithm 6.1 produces a valid but infeasible graph—for example,
some sensor nodes have a color that is out of the feasible range [1,...,n]
the sensor nodes with infeasible colors will randomly choose a feasible color
regardless of their neighbors’ colors.

6.4.2.2 Algorithm challenges

Several practical challenges are associated with this distributed coloring
algorithm.

Loose Synchronization: The correctness of the distributed coloring algorithm
holds only if at most one node in its neighborhood updates its color in each
iteration. Such a condition can be guaranteed only if every node decides whether
it should update its color after all color announcements are delivered. Thus, it
is important to let every node have a loosely synchronized clock and to let the
color announcements reach its neighbors. For synchronization, one can use the
timing-sync protocol for sensor networks (TPSN) [7], a lightweight synchroniza-
tion protocol. To avoid severe flooding, the coloring announcement uses time to
live (TTL) to control the flooding range. The neighbors are not communication
neighbors with regard to the SPG. Thus, the coloring announcement has to be
broadcast beyond a one-hop neighborhood. In cases where the communication
range r. equals the sensing range r,, the privacy pair can be located up to 2r;
apart and, therefore, TTL = 2r,/r. = 2.

Reducing energy through on-demand, incremental coloring: Energy efficiency
is one of the main concerns when designing algorithms for sensor networks. The
SPG-based coloring algorithm is energy efficient, in the sense that each node
always chooses a valid color of the storage node closest to it, and it converges in
at most |S| steps. Additionally, the algorithm adopts the following rules to fur-
ther reduce energy consumption: (1) Construct the SPG on demand. In a track-
ing sensor network, a few nodes will detect the target; those nodes are called Aot
nodes (Spo). Instead of constructing an SPG across the whole network, only hot
nodes will participate in constructing the SPG by broadcasting control messages
locally. (2) Incremental coloring: To incrementally update the SPG as the target
moves continuously.

The incremental coloring algorithm works in the following manner. When
the target moves to location L, initially, all hot nodes Sy, (L;) will color them-
selves using Algorithm 6.1. In the next time window, the target moves to another
location L,, and the Sy, (L,) will intersect with Sy, (L;). The nodes that belong
to the intersection Sy (L2) N Sker(L1) keep their color unchanged, and the nodes
that are part of the set Spo (L2) — Shor(L1) select their colors. As such, the colors
of Spor(L2) N Sper (L) can be treated as prior knowledge, and only nodes in the
set Spor(La) — Spot (L) need to announce and update their colors iteratively. This
incremental coloring is especially beneficial in reducing energy costs when the
target moves at a low speed.
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Figure 6.6: SPG and information redundancy. Nodes B, D, and E form privacy pairs,
and their intersected sensing area is contained by the intersection of A’s and C’s
sensing regions.

6.4.3 Enhancing availability via message replication

In a nonfailure scenario, the mobile sinks can derive n* (¢) by acquiring data from
every storage node. However, the data stored at storage nodes may be unavailable
due to hardware failure or jamming attacks. The goal of maintaining high data
availability is to ensure that the intersection of the information state of available
storage nodes, (), Mi(f), is close to n* (7). A natural way to improve high avail-
ability involves replication; for example, let a sensor node deliver a copy of the
data to another storage node. However, naive duplication will increase energy
costs. To replicate efficiently, the coloring algorithm must solve the following
three issues: (1) Who should duplicate its messages, (2) how, and (3) where
should the duplicated messages go?

Who? Only privacy pairs shall duplicate their messages. This heuristic can
be illustrated by the example in Figure 6.6, which consists of two privacy pairs,
(B,D) and (B,E), and isolated nodes A and C. The nodes that do not form pri-
vacy pairs with any hot nodes are usually located in between hot nodes. Their
intersection (denoted by the light gray shading) is typically larger than the inter-
action of privacy pairs, and thus is less valuable to increasing availability. Letting
privacy pairs duplicate messages allows us to spend energy on the most valuable
messages.

How? Availability and privacy are conflicting objectives. Thus, the duplica-
tion probability p is used to keep a balance between two goals. Each node that is
part of a privacy pair will replicate messages with probability p. In particular, in
each data reporting period, a node generates a random number in the range [0, 1].
Only if the random number is smaller than p will it send a replicated message to a
second storage node. Setting p = 0 gives privacy higher priority, while assigning
p = 1 favors availability.

Where? To avoid the situation that the duplicated messages from the same
region are always delivered to the same storage node, the privacy pairs will
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randomly choose a second storage node to which to deliver their duplicated
messages.

6.5 Experiment Validation
6.5.1 Simulation methodology

We implemented the SPG-based data dissemination algorithm using C++. We
simulated a sensor network deployed in a 2000 m x 2000 m region with ry =r. =
250 m, and a target moved randomly throughout the network region at a speed of
25 m/s. We studied all three data dissemination strategies: shortest path, random
coloring, and our SPG-based algorithm. For the SPG-based algorithm, we set the
privacy factor a to 15m and measured the energy costs both for constructing the
SPG and delivering data. To capture the statistical characteristics, we evaluated
P, A, and E by running our experiments in ten rounds, where each round lasted
for 1000 s with a 1 s sensing interval.

6.5.2 Experiment results

We performed two sets of experiments to study the impact of p and the number
of storage nodes ny, respectively.

6.5.2.1 Impactofp

We first compared the performance of the three algorithms in the scenario of 200
sensor nodes and three storage nodes when varying p from O to 1. The results are
depicted in Figure 6.7, from which we observed that the availability of all three
algorithms improves with an increasing value of p but at the cost of less privacy
and higher energy costs. Compared with the other two algorithms, the energy
costs of the SPG-based algorithm rise more slowly. Interestingly, when p is larger
than 0.1, the energy costs of the SPG-based algorithm become smaller than those
when using the shortest path scheme. This is because our SPG-based algorithm
only allows privacy pairs to duplicate messages, instead of all hot nodes.

Figure 6.7b shows P and E for all three algorithms. Note that the point at
(0,1) represents the (unachievable) ideal of perfect privacy with no energy costs.
Figure 6.7b shows that the SPG-based algorithm accomplishes higher privacy
than the shortest path scheme, which can only achieve a maximum privacy value
of 0.2. Compared with the random coloring scheme, the SPG-based algorithm
can achieve the same level of privacy with lower energy costs.

Finally, Figure 6.7(c) shows that the SPG-based algorithm is superior to both
the shortest path and random coloring schemes with regard to A and E. That
is, for the same energy costs, the SPG-based algorithm provides the highest
availability.
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(b): given the requirements of P>0.4 and E<50, the maximum achievable A and
the corresponding E; (c) and (d): given the requirements of A>0.6 and E<50, the
maximum achievable P and the corresponding E.

6.5.2.2 Impact of ng

Besides tuning p to balance between A and P, it is interesting to know what the
maximum achievable value of A is, given the energy budget and the minimum
required value of P. Figure 6.8a and b show such cases with requirements of
E <50 and P > 0.4. As ny becomes larger than 4, the SPG-based algorithm out-
performs the random coloring schemes, and uses a smaller amount of energy.
Moreover, we observe that in Figure 6.8a, with an increase in the number of
storage nodes, the value of availability in the SPG-based algorithm increases
much faster than the value of availability in the random coloring algorithm.
This confirms our analysis: Distributing messages evenly is insufficient, and the
content of messages is more important than the number of messages in terms
of data uncertainty. We note that the shortest path algorithm cannot achieve the
requirements and does not show up in the diagrams. Similarly, as shown in Figure
6.8c and d, given the requirements of A > 0.6 and E < 50, the SPG-based algo-
rithm achieves higher maximum privacy than the shortest path scheme and uses
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less energy. We note the random coloring scheme cannot find any feasible solu-
tion to meet the requirements and does not appear in the diagrams.

In summary, our SPG-based data dissemination protocol combines the advan-
tages of two baseline dissemination schemes and can achieve better data privacy
and a higher level of data availability while consuming less energy.

6.6 Related Work

Much attention has been devoted to addressing privacy issues in the context of
data mining and databases [1, 12, 16]. A common technique is to perturb the
data and to reconstruct distributions at an aggregate level. This type of approach
is centralized and cannot be applied to resource-constrained sensor networks.

The problem of providing contextual location privacy in WSNs has been well
studied. The primary concern of location privacy in WSNss is to protect the source
location [10, 15, 23] and sink location information [4]. To protect the source loca-
tion against a local adversary, phantom routing [10] uses a random walk before
commencing with regular flooding/single-path routing. Later, Mehta et al. [15]
and Yang at al. [23] studied the problem of source location privacy in the pres-
ence of a global adversary who can observe all traffic in the network. Mehta et al.
proposed the use of hop-by-hop encryption to hide the message flows, and Yang
et al. suggested the injection of fake messages. Deng et al. [4] proposed random-
ized routing algorithms and fake message injection to prevent an adversary from
locating the network sink based on observed traffic patterns.

A common design goal of data dissemination protocols [2] in wireless sensor
networks is to achieve energy efficiency. Ugur et al. [2] let data travel down an
event dissemination tree based on a schedule to save energy. To address data
privacy issues, Shao et al. [21] designed a data dissemination scheme called
pDCS that can provide different levels of data privacy based on different crypto-
graphic keys.

In the area of constructing storage systems, Gregory et al. [8] and Safe-
Store [11] have addressed issues of ensuring system availability and integrity
policies in the presence of component failures and malicious attacks.

Unlike prior work, the data dissemination scheme introduced in this study
addresses the problem of data privacy and data availability at the same time using
a noncryptographic method.

6.7 Conclusion

Preserving data privacy and data availability in WSNs cannot be achieved purely
by cryptographic strategies. In this work, an SPG-based data dissemination
protocol is proposed. It is complimentary to traditional cryptographic techniques
and can enhance data privacy and data availability in sensor networks deployed
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for target tracking. We argued that data uncertainty is important to quantify data
privacy and data availability, and message content is more important than the
number of messages with regard to data uncertainty. As such, we provided a
content-based definition of data privacy and data availability, utilizing informa-
tion states. To strike a balance between two conflicting objectives, we introduced
a graph called the SPG that identifies node pairs whose combined sensed data
provide high certainty of the target location, and showed that the task of dissem-
inating data to storage nodes is equivalent to the problem of coloring the SPG.
The SPG-based data dissemination protocol consists of the following steps:
(1) constructing the SPG among hot nodes (nodes that detect the target) on
demand; (2) coloring the SPG using our energy-efficient distributed coloring
algorithm; (3) letting those nodes that provide ‘“valuable” information repli-
cate messages with a probability p. The experiment results have shown that the
SPG-based data dissemination scheme combines the advantages of two baseline
dissemination schemes: the shortest path routing and random coloring protocols.
It can achieve better data privacy and a higher level of data availability while
consuming lower energy than either baseline data dissemination scheme.
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7.1 Introduction

The proliferation of various Internet of Things (IoT) devices has led to several
innovative applications including the development of smart home and buildings.
While the use of IoT devices can bring a lot of advantages in terms of effi-
ciency, convenience, and cost, their extensive use raises several privacy concerns
regarding the users and their activities inside these smart buildings. For instance,
through analyzing the smart meter data, one can infer avocations, finances, occu-
pation, credit, health, or other similar personal information about the customer or
the household. In commercial buildings, the privacy concerns are mostly on user
tracking and pattern detection of behavior when employees utilize their smart
devices connected to Wi-Fi access points. In the same manner, the use of IoT
devices in the workplace may leak information about the social fabric of that
organization, which is largely hidden from direct observation. It is the interper-
sonal connectivity in a group that is largely created and maintained by physical
interactions in the space, which can be monitored in part by analyzing the IoT
traffic within the building. The details of these interactions are very sensitive
from personal and organizational privacy standpoints, and thus it is important to
treat them with great caution.

In this chapter, we will first provide an overview of the smart building con-
cept and the IoT devices commonly used in smart buildings in Section 7.2. In
Section 7.3, the privacy issues regarding the use of IoT devices are discussed.
Then, in Section 7.4, a survey of the existing efforts to address these challenges
are presented. Finally, we will conclude with future research challenges in this
emerging area.
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7.2 Overview of Smart Building Concept

The intelligent building concept has existed for more than three decades and
its definition has evolved over time with new developments in technology
[10]. As the definitions expanded, the term smart building arose and is used
interchangeably with the term intelligent building. However, with the increas-
ing use of this new term in industrial reports and academic literature in recent
years, the term smart building is more popular and used instead of intelli-
gent building. This allows smart building to have a broader scope than intel-
ligent building and incorporates the latest trends such as smart grid. Similar
to the intelligent building definition, smart building also has various defini-
tions, which are introduced by various parties including academic institutions,
companies, and organizations. Interested readers are referred to [10] and [55]
for a more comprehensive discussion about various intelligent/smart building
definitions.

In this section, the definition from the Institute for Building Efficiency
[20] is presented to give the reader a high-level overview of smart building.
Smart building is defined as “buildings that provide lowest cost and environ-
ment friendly building services that make occupants productive through the use
of information technology in the building operations.” The information tech-
nology interconnects various independent subsystems inside the building and
enables information sharing between those subsystems. It also interacts with
and empowers the building operators and occupants with actionable information.
Smart buildings are usually assumed to have their own renewable power gener-
ation systems and use smart meter as the gateway to the smart grid as depicted
in Figure 7.1.

Besides the interchangeable use of the term intelligent and smart, the pres-
ence of other building concepts such as green building [59] and net-zero energy
building [49] concepts may add further confusion to the existing definitions.
Even though an internationally agreed definition for each concept is still lack-
ing, all these similar concepts can basically be differentiated from their goals.
The green building concept focuses on environmentally friendly aspects and
covers the whole building life cycle, including design, construction, opera-
tion, maintenance, renovation, and demolition. The net-zero energy building
concept, on the other hand, is driven by the availability of distributed renew-
able energy generation and conservation efforts in the building to provide self-
fulfillment of energy. Finally, the smart/intelligent building concept focuses on
intelligence and communications capability for energy-efficient buildings. This
may, as well, involve some parts of the building life cycle from design to
maintenance. It is worth noting that the latter two are fundamental concepts for
successful smart grid implementations. Figure 7.2 shows the distinction between
these concepts.



138 W Security and Privacy in Internet of Things (IoTs)

Smart grid Smart buildings
PHEYV parking deck
ek a ﬁ Renewable
E ;. i energy
Sy, Sl
Power and bidirectional
data communication Solar Py ]
- Dynamic pricing il Combined
- Curtailment signals Power Security * heat and
- Load forecasts distribution ower plant
- Capacity bids [‘ P P
- Emission reduction info Lighti 4
ighting
]
‘ﬁpe ©*  Information
:T - technology
Internet
Thermal

— l—l: p— storage

[ s\ o i Electrical

[— L. storage

3 J I S
Smart Smart grid
meter building manager

Figure 7.1: Smart buildings and smart grid. (From Institute for Build-
ing Efficiency. http://www.institutebe.com/smart-grid-smart-building/What-is-a-
Smart-Building.aspx.)

7.2.1 Smart building subsystems

Smart building subsystems have evolved over time following the progress in
information and communications technology and the development of new con-
cepts such as smart grid. Current major subsystems consists of three interrelated
fundamental subsystems [47], as depicted in Figure 7.3:

1. Building automation system (BAS). This had a long-standing evolution
since the early 1940s, from a centralized control and monitoring panel to
the open BAS that is compatible with the Internet or intranets [53]. BAS
has adopted various commonly used Internet/intranet communications
and software technologies for monitoring and controlling various build-
ing subsystems such as lighting, heating, ventilation, and air-conditioning
(HVAQ), security and access, fire and safety, and many more.

2. Building energy management and grid interaction system (BEMGS). This
has emerged from building energy management systems in recent years
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following the transformation of the legacy power grid into a smart grid. It
is responsible for internal energy-related operations and external interac-
tion with the smart grid.

3. Building management information technology (IT) system (BMITS). This
enables better building functionalities and performance through two-way
communications with the other two subsystems in order to achieve var-
ious goals. It provides better presentation of the current building status
through video or voice applications, which in turn increases the awareness
and involvement of the building manager and occupants in controlling the
performance of BAS. BMITS also interacts with BEMGS by collecting
power consumption data for further modeling and analysis. The results
can be used for in-building energy policies or interaction with the smart
grid. These policies are implemented by BAS and building energy man-
agement.

7.2.2 IoT devices used in smart buildings

The IoT devices used in a smart building environment can be classified into three
types: (1) building devices, which are used in the smart building for the purpose
of monitoring and controlling the buildings; (2) mobile wireless devices, which
are typically used personally by the occupants, such as smartphones, personal
digital assistants, personal notebooks, body sensors, digital cameras, portable
game consoles, wearable devices, and so on; and (3) smart home appliances,
which are typically stationary and mostly found in the residential building, such
as televisions, washing machines, refrigerators, and so on. The major IoT build-
ing devices that are used in smart buildings include the following:

1. Smart metering is basically an advanced electronic recording device that
is used to record energy consumption in the building over a certain
interval (in hours or minutes) and reports these data to the utility com-
pany at certain time intervals through various types of communications
technology (e.g., fiber optics, power line communication [PLC], cellu-
lar networks, wireless mesh networks, etc.). Even though the term smart
metering can also be used for recording water or natural gas consumption,
it is often referred to as the electric meter for the recording of electri-
cal energy usage. The smart meter replaces the traditional electric meter
and offers two-way communications between the utility company and
the consumer.

2. Wireless local area networks (LANs) are commonly used to provide wire-
less access for people within a smart building. The system consists of a
number of wireless access points (AP) distributed throughout the building.
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3. Radio Frequency Identification (RFID) is a wireless short-range low-
energy device that has been widely used for years. RFID is considered
to be one of the enabling technologies for the IoT since it can pro-
vide a unique identity for anything (e.g., consumer goods, apparels, cars,
animals, human beings, etc.). A typical RFID system consists of two
components, a reader and a fag, that operate at a certain frequency. The
former is an active device sending queries and the latter is an active or pas-
sive device responding to these queries. RFID readers in smart buildings
are typically installed for access control, for example, for automatic door
entrance. The RFID tag, which may be embedded in the employee’s ID
card, is used for identification before providing physical or logical access.
The RFID tag can store data and transmit the data to the reader. The com-
munications between the tag and the reader does not need to be in the line
of sight and may be contactless.

4. Video Surveillance has commonly been used for security and access con-
trol for years. These IoT devices provide high spatial resolution for still
images and video and produce a wide range of information, such as shape,
color, size, texture, and so on from the captured objects. The objects must
be in the direct line of sight of the camera.

5. Various Sensors: carbon dioxide (CO,) sensor, passive infrared (PIR) sen-
sor, ultrasound sensor, magnetic door sensor, and so on. The CO, sensor
measures the carbon dioxide concentration in the air and is typically used
for monitoring indoor air quality. However, the CO, sensor can also be
used to collect some indirect occupancy information in certain areas based
on the CO, concentration in that area. The PIR sensor measures infrared
(IR) light radiating from objects in its direct line of sight. Typically, a
human emits heat energy invisible to the human eyes, but can be detected
by the PIR sensor. However, the direct line of sight and continuous motion
requirements are the limitations of the PIR sensor, and therefore, it will
not be able to detect stationary occupants. The ultrasound sensor, on the
other hand, does not require these. The Ultrasound sensor is an active sen-
sor that transmits and receives ultrasonic rays reflected from objects and
obstacles.

Figure 7.4 illustrates various [oT devices used in smart buildings.

7.2.3 Intelligence in smart buildings

A wide variety of research has been conducted in Intelligent/Smart Buildings
for more than 30 years from the independent building subsystems to the system
integration of those subsystems. Among the building subsystems, the research on
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Figure 7.4: Examples of IoT devices used in smart buildings.

heating, ventilation and air-conditioning (HVAC) subsystems and lighting sub-
systems attract a lot of attention, since they contribute to the largest portion of
total energy consumption in buildings. It has been shown from previous research
that up to 40% energy saving can be achieved by adopting occupancy-based con-
trols for HVAC subsystems and a combination of control strategies for lighting
subsystems such as daylight harvesting (i.e., exploiting external light sources),
occupancy sensing, scheduling, and load shedding [43].

Real-time occupancy-based control for HVAC and lighting systems have
been the main research focus in Intelligent/Smart Buildings for decades. Vari-
ous IoT devices have been used to collect occupancy information. These devices
can be used in the form of wireless sensor networks (WSNs) which use either
a single sensor type or sensor fusion (i.e., multiple sensor types). A single type
of sensor may be adequate to collect the desired occupancy information; how-
ever, for most cases employing sensor fusion will give a more accurate result.
For instance, binary information generated from PIR and ultrasound sensors are
adequate to provide presence/absence information. Nevertheless, a more accu-
rate occupancy information can be provided by sensor fusion through the use of
PIR and magnetic door sensors [2], or PIR and image sensors [18]. Moreover,
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a sensor fusion that uses simple binary sensors can also provide more informa-
tive occupancy information, such as the occupant’s activities, by employing PIR,
chair pressure sensors, and acoustic sensors [42].

A wide range of occupancy information is available to support real-time
occupancy-based control, ranging from simple binary information about the
presence or absence of a person in an observed area, to more significant
occupancy information [31], such as where they are (i.e., location), how many
people are present (i.e., counting the number of occupants), what they are
doing (i.e., activity), who they are (i.e., identity), and where they were before
(i.e., tracking). Typically, each IoT device can collect a certain level of occu-
pancy information. Additionally, an IoT device can also provide several pieces
of occupancy information at once. For instance, RFID is employed in [34] to
provide the estimation of the occupants’ activities in real time. Additionally,
occupants’ identities, the number of occupants, their location, and presence or
absence information can be provided. In recent years, it has also become possible
to have occupancy information through implicit occupancy sensing. For instance,
occupancy information from the existing IT infrastructure such as Wi-Fi [5, 14].

Real-time occupancy-based control can further be classified into two groups:
(1) individualized approaches, and (2) nonindividualized approaches [34]. Indi-
vidualized approaches reveal the occupants’ identities and are able to track indi-
vidual occupants, while nonindividualized approaches are only able to provide
nonpersonal occupancy information such as presence/absence and number of
occupants. Typically, nonindividualized approaches are nonintrusive, scalable,
and easy to deploy, but do not work well in virtual environments (i.e., require
physical environments).

Besides real-time occupancy-based control, two new research directions for
smart buildings; namely, real-time occupancy-based control with the occupant’s
individual preferences and control based on predicted occupant behavior, have
emerged in recent years [43]. In the first research direction, instead of provid-
ing uniform indoor climate or lighting at certain locations for all occupants and
operating according to fixed schedules and maximum occupancy assumptions,
control with the occupant’s individual preferences strives to create a microcli-
mate zone in a relatively small space around the occupant based on the occu-
pant’s personal comfort. For instance, in [12], an RFID is used as the occupant’s
identifier and, when the presence of this occupant is detected in a certain loca-
tion, the climate and lighting condition in that location are adjusted based on
his/her preferences. Interested readers can refer to [52] for a more comprehensive
review. The latter research direction is driven due to the fact that climate control
has a long response time, unlike lighting control. Hence, it needs to be set in
advance in order to meet the occupant’s comfort needs on time. The research in
this area is very challenging, since an accurate and powerful predictor is needed
to predict occupant behavior, which may involve identifying the occupant’s activ-
ities. For instance, a smart thermostat that uses occupancy sensors is introduced
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in [36] to automatically turn off the HVAC when the occupant is sleeping or
the home is unoccupied. A fusion sensor that consists of wireless motion and
door sensors are used to infer occupant activities (e.g., sleeping, left home unoc-
cupied, or active). The interested reader may refer to [43] for more detailed
information.

7.3 Privacy Threats in Smart Buildings

Smart buildings are basically designed to enhance user comfort, to provide bet-
ter access control, and security and to deliver efficient building management. As
part of numerous processes taking place within a smart building, the information
about the presence of the occupants and their behavior should be gathered and
processed in order to provide desirable services. However, the collected informa-
tion may pose some privacy issues. By using the information collected by several
sensors throughout the building or by using the information obtained from per-
sonal devices, the physical location of the user can easily be detected. Further-
more, the tracking of an individual’s activities can be performed by collecting
the physical location information of that individual over a period of time. This
would help unauthorized users and attackers to determine the behavior of users
and their usage patterns.

Compared to other IoT devices used in smart buildings, the smart meter has
some specific features and challenges. While all other IoT devices collect occu-
pancy information from the building, report, and use them for internal purposes,
a smart meter acts as the gateway of the building to the smart grid infrastructure
and reports the collected data to the utility company or a third party for external
use. Moreover, in contrast to traditional meter reading, which is mainly for billing
purposes, with data collection frequency once per billing cycle, the smart meter
can collect fine-grained power consumption data and report them to the utility
company or a third party at a much higher frequency (e.g., per day/hour/minute)
through a communications infrastructure. Such data can be used for various pur-
poses by the utility company, such as for real-time dynamic pricing, demand
forecasting, and power grid operations. Hence, fine-grained power usage data is
available at different locations: at the smart meter, in transit through the com-
munications network on its way to the utility company or the third party, and at
the utility company or the third party. This situation may have a higher risk of
privacy threats due to the various parties involved. For this reason, privacy issues
related to the smart meter have been gaining a lot of attention from academic
communities in recent years, as well as its vital role for the successful opera-
tion of the smart grid. When the real-time fine-grained power usage information
is aggregated over time, it can be used to infer the number of occupants, their
habits, and the rhythm of their movements. These issues are usually considered
in the scope of user behavior privacy.
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7.3.1 Privacy of user behavior

This type of privacy issue stems from the fact that occupants’ identity can be
learned and their activities can be collected, tracked, or deduced from the infor-
mation generated by IoT devices.

User behavior privacy becomes an issue, in particular, when a smart meter
is used in a residential building. The fine-grained energy consumption data
generated from the smart meter can be disaggregated into appliance-level infor-
mation. The goal of disaggregating power consumption is to provide informa-
tion on the breakdown of energy consumption and to profile high-energy-usage
appliances. The appliance-level information gives some benefits to many parties
[3]: The consumer can get direct feedback related to his/her electric consump-
tion and receive automated personalized recommendations, which in turn enables
his/her active participation in order to reduce or alter his/her electricity demand.
The utility company can obtain fine-grained data to improve economic modeling
and policy recommendations. Finally, R&D institutions and manufacturers can
use the fine-grained data to support redesign of energy-efficient appliances, to
support energy-efficient marketing, and to improve building simulation models.
However, disaggregation of data also creates privacy issues, since the process is
not intrusive.

Nonintrusive load monitoring (NILM) or nonintrusive appliance load
monitoring (NIALM) is a technique for analyzing and extracting appliance-level
information from power consumption in a nonintrusive fashion. There have been
various NILM approaches proposed ever since it was first introduced in [26].
Figure 7.5 shows an example of activities deduced using an NILM approach.
Interested readers may refer to [56] and [3] for more detailed information.

7.3.2 Location privacy

Location privacy is defined as “the ability to prevent unauthorized parties
from learning someone’s current or past location” [35]. Sources of location
information can either be various technologies used in smart buildings, such as
sensors, RFID readers, video cameras, Wi-Fi access points, PIR sensors, and so
on, or personal electronic devices used by the occupants themselves, such as
smartphones, notebooks, tablets, body sensors, or wearables. It may not be con-
sidered an issue for a relatively small environment, like inside of a house, where
a user is already known to be located and does not have a lot of internal space
to move around. However, in closed public environments, such as airports or
shopping centers, or in big office buildings, location privacy becomes a problem.

7.3.2.1 Privacy issues with wireless LANs

Due to the broadcast nature of the wireless LAN technology, it is much eas-
ier to obtain private information about the users. The following user data can
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Figure 7.5: An example of activities deduced from NILM approach. (From
A. Molina-Markham et al. Proceedings of the 2nd ACM Workshop on Embedded
Sensing Systems for Energy-Efficiency in Building, BuildSys 10, ACM, New York,
2010.)

be disclosed to unauthorized parties during wireless communication: content of
the communication, who is sending or receiving data (user identity), when the
communication takes place (time) and where the communication takes place
(location). While the content can be protected using encryption at applica-
tion level, the rest of the information may be available to external entities, as
explained below:

1. User identity can be determined from the node information (i.e., MAC and
IP addresses).

2. Time information can be related to the time of the transmitted or received
packet.

3. Location can be inferred from: (i) the single access point (AP) that receives
the transmission, providing a rough estimation; (ii) the transmitted signal
strength information from multiple APs which receive the transmission,
providing more accurate location information, for instance, by the trian-
gulation method or by fingerprint-based localization [4, 57].

When all this information is combined together, the where, when, and who
of a wireless communication event can be used for tracking and inferring
user behavior.



Privacy Preservation for IoT Used in Smart Buildings B 147

7.3.2.2 RFID privacy issues

The privacy issue comes from the fact that an RFID tag and reader do not have
to be in line of sight. An unauthorized RFID reader at a distance or beyond the
wall(s) may try to get access to the tag information and the tag owner may not be
aware that his/her tag is being read.

7.3.3 Visual privacy

Visual privacy refers to the private information in the form of image or video.
Today, streets of modern cities and almost all closed public places are equipped
with surveillance cameras in order to track suspicious activity and identify crim-
inals. We expect that, in the near future, the number of cameras will increase
even further with the introduction of smart cameras and vision-based intelligent
surveillance systems. Surveillance cameras may also be used as part of ambient-
assisted living systems in support of autonomy and well-being of older or dis-
abled people. In any case, videos or images of a person carry the richest privacy
information about a person and his/her environment. Not only the face of a per-
son, but also the clothes, posture, gait, time, and environment can reveal sensitive
information.

7.4 Privacy-Preserving Approaches in Smart Buildings

7.4.1 Wireless LAN privacy-preserving approaches

The evident solution to the privacy problem is to break the link between the user
identity and the time and location information. The best way to achieve this goal
is to anonymize the user or node information with frequent disposal of short-lived
identifiers or pseudonyms.

Factors affecting successful use of frequent disposable identifiers for location
privacy in wireless LAN are: (i) the type of environment, (ii) location resolution,
and (iii) prior knowledge of the system or user by the attacker. First, if it is an
open environment with a high fluctuation of users, such as an office building with
several employees or in public areas such as an airport or shopping center, it is
difficult to detect the changes in identifiers. However, if the user is located in
a closed environment, such as a company network where all authorized clients’
interface identifiers are registered, changes in identifiers are easier to detect. The
second factor to consider is the location resolution, which is the accuracy of
locating a user. A single access point (AP) connected to the user will provide
a rough estimate of the user location. On the other hand, multiple APs may be
installed in the area, providing more accurate location information detection (i.e.,
enabling cooperation between APs through the triangulation approach to deter-
mine the user location). The solution to this problem is to control the transmitted
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signal strength from the device. This will reduce the number of APs which are
able to receive the transmission [28]. Finally, if the attacker has prior knowledge
about the environment (e.g., building layout, office assignment, working sched-
ule of the employees, etc.), he/she can use this information to better identify the
user [25].

The goals of applying anonymization are threefold. First, the identifier should
be unlinkable, that is, the new and old identifiers from the same client node
should be dissociated. Secondly, anonymization should cause minimum network
disruption. In order to achieve this goal, proper timing is needed. The address
switching may close network connections in real-time applications such as voice
over IP (VoIP) or long communication sessions like streaming media. Finally,
the solution should be readily applicable to the current IEEE 802.11 standard
[4]. The key challenges in anonymization are

1. Address selection. The addresses (any including fake ones to disguise the
real ones) must still be valid and follow the standard, which requires 48-bit
MAC addresses, consisting of 24 bits for the Organization Unique Iden-
tifier (OUI) and another 24 bits as assigned by the NIC vendor so that it
will not be rejected or ignored due to incompatibility reasons.

2. Address uniqueness. All nodes or users sharing a network source should
have a unique address. Thus, we need a detection and prevention mech-
anism for duplicate addresses. If it is a large network with many users,
address collision becomes a problem, especially if each user indepen-
dently generates its own fake MAC address. One solution to this problem
is to configure the AP to provide a pool of MAC addresses and to assign
a MAC address to the node or user that joins it. In this case, the user or
client needs to request a MAC address when joining the AP. The problem
here is that the request must be attributable, which means it must contain
the real MAC address of the user, in which case the user identity will again
be revealed. To solve this problem, Jiang et al. [28] proposed using a joint
address (i.e., group address) within the request for concealment purposes
and a 128-bit nonce (one-time code) to provide uniqueness.

3. Integration with port authentication. Other identifiers besides MAC
addresses (in protocols such as EAP-TLS, CHAP, RADIUS) should also
be taken into account so that eavesdroppers will not use them to track the
user.

An important issue to consider is how to unlink different MAC addresses
of the same user when frequent address changes are employed, that is, how to
reduce the correlation of two addresses of the same user and increase the entropy
in address selection.

One solution is to use a silent period after performing address changes
[27]. In this approach, the users intentionally do not transmit within a certain
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period of time after the address change has occurred. The goal is to obscure
the address change event by the presence of incoming users or clients. This
is, of course, practical when user density is high enough to mask the address
change event. Since forced silent periods without user intervention can dis-
rupt communications, the concept of an opportunistic silent period is introduced
[27], where address changes are performed during the idle time between users’
communications, thus minimizing the negative effect on established communi-
cations, and hence enhancing the quality of service.

Another solution is employing mix-zone areas [7, 21] which can be described
as the spatial version of the silent period approach so that clients are not allowed
to transmit in predefined areas. This involves middleware installed on mobile
devices to preset the physical location so that all users in this area are indis-
cernible. All clients may change their pseudonyms (e.g., MAC addresses) in the
mix-zone but they are not allowed to transmit there. A mix-zone for a group
of users is defined as a connected spatial region of maximum size where none
of these users register for an application. In contrast, an application zone is an
area where a user can register for an application callback. When a client that has
just changed its pseudonym moves out from the mix-zone and starts to trans-
mit again, an adversary or location-based service (LBS) application will not be
able to relate the new pseudonym, to a specific old pseudonym, since this new
detected pseudonym may come from any client that has just entered the mix-
zone. This approach works well when many clients enter or exit the mix-zone at
the same time. In order to increase anonymity, the application may be configured
not to transmit or not to send any location update if the mix-zone has fewer than
k users.

7.4.2 RFID privacy-preserving approaches

There are various proposed solutions to privacy problems caused by RFID
devices, including (1) hiding and blocking and (2) rewriting and encryption [32].
In hiding and blocking, the tag is silenced through jamming the radio channel
used for RFID communication and providing the reply only to readers with
proper credentials. In rewriting and encryption, the access to the tag is con-
trolled securely by using techniques such as anonymization through hash-based
approaches. Using a hash-lock scheme [54], unauthorized reader access to the
tag is prevented, since the tag is, by default, locked and only opened when the
correct key is introduced to it. To open the tag, the reader requests the metalD
(hashed ID) and tries to find the key and the ID in the back-end server. The back
end sends information (key, ID) to the reader and the reader sends the key to the
tag. Then, the tag hashes the key and compares it to the metalD. If there is a
match, the tag is unlocked.

While preserving privacy at a certain level and having a short search time
because the database is implemented by a hash table, tracking is still possible in
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the hash lock scheme since a fixed metalD is used (i.e., a single pseudonym). To
overcome this problem, a randomized hash-lock scheme is proposed. Here, the
tag output changes each time it is accessed, since each time a reader accesses
the tag, the tag replies with a random string plus the hash of the concatenated
tag ID, which means that the pseudonym will change in each access each time
the tag is accessed and will prevent unauthorized readers tracking the user. Tags
in this randomized scheme ensure full privacy. However, it is not scalable for a
large number of tags, since a huge number of hash operations must be performed
at the back-end database. Furthermore, this protocol does not guarantee forward
privacy, since the stored information in a compromised tag reveals much data
about the previous communications of that tag [11]. Figure 7.6 shows how these
two approaches work.

To overcome the forward security issue, a hash-chain scheme is proposed
[44], where the basic idea is to refresh the tag identifier each time the tag is
queried by a reader. The scheme can be achieved via a low-cost hash-chain mech-
anism. However, this scheme is also not scalable because of the exhaustive search
process that must be performed by the back-end server.
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Figure 7.7: Layered approach for accessing video surveillance information.
(Redrawn from A. Senior et al. Security Privacy, IEEE, 3(3), 2005).

7.4.3 Video surveillance privacy-preserving approaches

Since video surveillance and associated intelligent monitoring systems provide
the richest privacy information about subjects, the solutions for preserving visual
privacy should be defined accordingly, preferably starting at the design phase,
such as whether to choose a high- or low-resolution camera, whether or not to
use encryption, and so on.

An important issue is the definition of access control for different types of
users having access to video surveillance data. As depicted in Figure 7.7, a
layered approach is proposed by Senior et al. [50], providing capability to deter-
mine who can view what data under what circumstances. In this model, three
different types of users have access at three different levels: Ordinary users can
only access statistical information about the video; privileged users can access to
rerendered and limited information; and finally, law enforcement agencies may
have full access, including raw video and related individual identity informa-
tion. Such a system should comprise video analysis, encoding/decoding, stor-
age facilities, and basic security functions such as authentication, accounting,
and encryption.

Considering the temporal aspect, visual privacy preservation mechanisms can
be applied either in real time during the acquisition of the image or video, or after
its acquisition. A real-time example proposed by Zhang et al. [58] uses two cam-
eras, IR and RGB, to capture video simultaneously. The thermal IR camera is
used to discriminate the face region and other parts of the human body based
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on the fact that human skin radiates shorter wavelengths (~10 pwm). Thermal
imaging generates a mask pattern corresponding to the position of the face of the
subject. A spatial light modulator (SLM) (e.g., LCD) is inserted in front of the
CCD/CMOS image sensor of the RGB camera, which applies the thermal imag-
ing mask and prevents the face of the subject being recorded (see Figure 7.8).
Since this implementation only protects the subject’s face or open extremities,
valuable privacy information can still be obtained from the clothing of the sub-
ject or the environment if prior information is available.

To preserve privacy, applicable methods can be considered in five different
categories [45]: intervention, blind vision, secure processing, redaction, and data
hiding.

1. Intervention methods involve prevention of visual data being captured
from the environment by physically interfering with the camera devices,
for instance, by creating excessive illumination.

2. Blind vision implementation consists of image or video processing in an
anonymous way using cryptographic techniques, such as secure multiparty
computation (SMC), where a contributing party is using the algorithm of
the another party and does not know the details of it.

3. Secure processing methods involve video processing techniques other than
SMC to preserve privacy.

4. Redaction methods, with many subcategories, such as image filtering,
encryption, k-same family, object/people removal, and visual abstraction,
are the most common preservation methods, of which we will provide
some examples in the following paragraphs.
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5. Data hiding methods are based on hiding the original image data inside a
cover message which can be used for retrieval if needed in the future.

In image filtering, a Gaussian blur or Gaussian smoothing filter is applied to
modify each pixel in the image by using neighboring pixels. As an example, an
image is divided into 8 x 8 pixel blocks and the average color of the pixels in that
block is calculated. The result is then used as the new color for all the pixels in
that block.

Encryption of video and images uses either traditional encryption, like DES,
AES, and RSA, which is generally slow for real time, or lightweight encryp-
tion, which is faster but less secure. Encryption techniques help to scramble the
region of interest by pseudorandomly flipping bits. They can be used for the
compressed video/image (code-stream) domain, the spatial domain, and the fre-
quency domain [9, 15].

In face deidentification techniques, the goal is to alter the face region so that
face recognition systems will be unable to recognize it. One of most robust meth-
ods, the k-same family algorithm, which is an implementation of the k-anonymity
concept, computes the average of k images in a set and replaces the cluster with
the average image obtained (see Figure 7.9) [41]. On the other hand, object/peo-
ple removal is performed by removing a private object or people from the original
image. The issue here is how to refill the void area after removal, and the solu-
tion relies on using inpainting methods to restore the damaged portion. While
still image inpainting is easier, since it should take care of spatial consistencies
only, video inpainting has to deal with both spatial and temporal consistencies
[24]. Finally, the goal of visual abstraction/object replacement is to protect pri-
vacy while maintaining the object activity, including position, pose, and orien-
tation. For this purpose, image filtering and deidentification techniques can be
used [13].

7.5 Smart Meter Privacy-Preserving Approaches

Efforts to preserve privacy for smart meter are based on the following facts:
billing requires an association between the meter reading and the consumer
identity, but it does not really need fine-grained meter reading. Fine-grained
meter readings are necessary for grid operations, and exact consumer identity
is barely needed in these cases. When the consumer identity and the fine-grained
power consumption are exposed to unauthorized parties, some privacy threats
may arise.

Efforts to preserve privacy may be classified into three categories: (1)
approaches that attempt to disassociate consumer identity from meter-reading
data (i.e., working on user identity) through anonymization; (2) approaches
that endeavor to prevent NILM from obtaining appliance-level information (i.e.,
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Figure 7.9: K-anonymity by averaging k distinct faces. (From E.M. Newton et al.
Knowledge and Data Engineering, IEEE Transactions on, 17(2), 2005.)

working on meter-reading data) through the modification of the meter reading;
and (3) encryption-based approaches that employ encryption and data aggrega-
tion to provide privacy protection while the data is in transit within the smart
grid communications network. In addition, the third party may also be involved
in efforts to preserve privacy as the data gateway which can send individual or
aggregated meter readings (acting as the data aggregator also) or as an identity
generator which can create pseudonym identities for smart meters.

7.5.1 Anonymization approaches

The anonymity of the consumer can be achieved by replacing the consumer iden-
tity with pseudonym(s) (i.e., identity pseudonymization), employing a trusted
data gateway, or using a trusted third party (TTP) as the data collector.

7.5.1.1 Identity pseudonymization

Pseudonym(s) can be generated through TTP [16], without TTP involve-
ment, by employing the public key infrastructure (PKI) [19] or using group
anonymity [51].

In [16], TTP generates two distinct pseudonyms for every consumer, anony-
mous identity and attributable identity. An anonymous identity is used to send
the nonbilling meter reading to the utility company or third party that requires the
aggregated meter-reading data, while the attributable identity is used to send the
billing meter reading to the utility company. Figure 7.10 illustrates the use of
the pseudonyms. These pseudonyms are hard-coded within the smart meter and
only the TTP possesses the association information. The utility company only
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Figure 7.10: Identity pseudonymization through TTP.

knows the attributable identity. To avoid an unauthorized party discovering the
association between the pseudonyms, the delivery of the pseudonyms is per-
formed separately over a long random time schedule.

In [19], instead of using TTP, the smart meter generates one RSA key pair of
a public and private key (SMpyp,SMpgy) while the grid operator generates two
RSA key pairs of public and private keys. The grid operator uses the first public
and private key to create and check the blind signature (GSpyg,GSpry ), while the
second key pair is used to encrypt and decrypt the meter reading (GEpyp,GEpgy ).
A blinded factor r is used to create a blinded pseudonym from the smart meter
public key. This blinded pseudonym is sent to the grid operator through a secure
channel. The grid operator signs the blinded pseudonym with its private key
GSppy, and sends this signature to the smart meter. When the smart meter sends
its meter reading, the meter reading is encrypted with the grid operator public
key GEpyp and signed with smart meter private key Spgy. The smart meter then
sends a data tuple that consists of the encrypted meter reading, its signature, the
smart meter public key, and the smart meter public key signature to the utility
company. To avoid the association of the pseudonym and the network address of
the smart meter when sending the meter reading directly to the utility company,
a peer-to-peer (p2p) overlay network [38] is employed to hide the association.
In the p2p overlay network, each meter reading generated from a smart meter
will pass through several other smart meters before it reaches the utility com-
pany. In this way, the utility company will never know from which smart meter
the received meter reading originated. Another effort to create anonymity is by
using group anonymity [51]. In this approach, a group pseudonym is used by a
group of k smart meters (i.e., k-anonymity).

7.5.1.2 Anonymity through trusted neighborhood gateways

Anonymity from the utility company can also be provided by avoiding transmis-
sion of the fine-grained meter reading directly to the utility company. A trusted
neighborhood gateway [40] is used as the data collector. Every smart meter sends
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its attributable fine-grained power consumption to the gateway (e.g., it sends
[user identity, timestamp, usage]). The gateway then relays it to the utility com-
pany in the form of anonymous power consumption (i.e., without any originator
identity (e.g., [timestamp, usage]). All communications between smart meters,
the gateway, and the utility are assumed to be over a secure channel that pro-
vides authenticity, confidentiality, and integrity. Since the utility company only
receives anonymous power consumption, the smart meter performs the billing
calculation and sends it directly to the utility company. In order to verify the
correctness of the billing report, a zero-knowledge protocol [23] is employed.
In each billing cycle, the smart meter must perform the registration by cryp-
tographically designating N pseudorandom tags and a set of m keys. N is the
number of meter readings needed for billing, and m is the number of verifica-
tion rounds in each billing cycle. The utility company will carry out m series of
challenge-response mechanisms with the smart meter for interactive billing ver-
ification. In addition, the gateway can leak a small amount of attributable power
consumption to the utility company for sporadic random spot checks. The goal
is to prevent the smart meter from manipulating data. Figure 7.11 illustrates the
gateway operations.
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Relying on smart meters for billing calculations poses an issue of software
updates when there is a change in billing regulations. In such a case, millions
of smart meters may need to update their software, which may not be feasible.
To overcome this problem, another approach, in which a TTP replaces the gate-
way, is pursued [8]. In this approach, instead of sending anonymous individual
meter readings to the utility company, the TTP aggregates the meter readings
and sends the neighborhood-level power consumption to the utility company.
At the end of each billing cycle, the TTP aggregates the individual consump-
tion amounts from each smart meter and sends the attributable aggregated power
consumption amounts from each smart meter to the utility company for billing
processing.

7.5.2 Power consumption modification approaches

Power consumption modification approaches endeavor to hide the real energy
consumption of the consumer in attributable energy consumption reporting. In
these approaches, the identity of the consumer is not anonymous, but the con-
sumption data is modified. In this way, an adversary cannot really achieve correct
conclusions from the data, since an accurate appliance-level information cannot
be deduced. The modification can be done before the power consumption data
are collected by smart meter, or after they have been collected by smart meter and
are sent to the utility company. Typically, internal energy sources are needed in
order to modify the energy consumption data before they are collected by smart
meter. Modification before they are collected collection by smart meter is known
as load signature moderation and modification after smart meter collection is
known as power usage data masking.

7.5.2.1 Load signature moderation

There are two types of approaches in load signature moderation: (1) battery-
based load hiding (BLH) and (2) load-based load hiding (LLH). As the name
implies, a rechargeable battery is employed in the first approach. This battery
is used as an internal energy source to supply the power demand of the build-
ing. The battery is discharged and charged at strategic times to alter the exter-
nal load recorded by the smart meter. These charging and discharging events
are chosen in a such a way that the appliance load signature can be reshaped.
There are several ways to achieve this. The load signature can be hidden,
smoothed, changed, or obfuscated. Figure 7.12 shows three examples of load
shaping strategies, namely, hiding, smoothing, and obfuscation. The load sig-
nature is completely hidden from the smart meter when the battery fully sup-
plies the appliance’s power demand. The smart meter will only record a constant
power usage when the battery is slowly recharged, as depicted in Figure 7.12a.
A mix of battery and external power sources that supply the appliance power
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Figure 7.12: Examples of load shaping strategies. (From G. Kalogridis et al. Privacy
for smart meters: towards undetectable appliance load signatures. In Smart Grid
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demand can produce different load reshaping results, as depicted in Figures
7.12b and c, when different energy supplier compositions and recharging time
are used.

Several algorithms have been proposed for load signature moderation. The
best effort algorithm [29] is a deterministic algorithm that endeavors to keep the
external load constant whenever possible. When the energy demand is higher
than the previous reported load, the battery is discharged to provide a partial
power supply to the appliance, and when the energy demand is lower than the
previous reported load, the battery will be charged. This approach, however, is
limited by the battery’s capacity. There will be a change in the external load
when the battery is empty and the energy demand is higher. In this case, the
battery cannot be discharged and it may even need to be charged, which in turn
increases the external load. A similar situation happens when the energy demand
is lower and the battery is fully charged. In contrast to [29], the nonintrusive
load leveling (NILL) algorithm [39] strives to maintain an adaptable target load
profile by taking into account all battery states.

In contrast to BLH, which attempts to hide the load signature in such a
way that NILM cannot detect appliance-level information from the aggregated
power consumption, load-based load hiding uses a controllable energy-intensive
appliance that has a daily non-user-driven power demand, such as an electric
water boiler, to add some random noise to the power consumption data [17].
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By randomly turning on and off the electric water boiler with the constraint of
its given daily power consumption LLH obfuscates the power consumption col-
lected by the smart meter. The advantage of LLH is that it increases appliance-
level privacy, which makes NILM approaches unable to detect appliance-level
information.

7.5.2.2 Power usage data masking

In this approach, a mask value is added to the power consumption data before
it is sent to the utility company. In this way the, an adversary will not know the
real power consumption value. The mask value is generated in such a way that,
when all mask values are added together, the result is a certain known value, such
as zero. The utility company can obtain the real aggregated power consumption
data by adding all received obfuscated meter readings and subtracting this known
value.

There are several methods for the mask value generation, such as the secret
sharing method [30], using a random value from a known distribution with
known variance and expectation [8], or using a distributed Laplacian perturbation
algorithm [1]. The overhead and scalability of the approach should be carefully
considered, given that the generation of secret values is based on certain compu-
tations.

7.5.3 Encryption-based approaches

Encryption-based approaches endeavor to provide privacy protection through
end-to-end encryption while the meter reading is in transit within the smart grid
communications network. The main goal is to provide confidentiality for the
data. The smart meter encrypts the meter-reading data (including the consumer
identity) and sends this encrypted data to the utility company. The utility com-
pany can obtain the real power consumption and consumer identity by decrypting
the encrypted meter reading. Either symmetric- or asymmetric-key cryptography
may be used for encryption. Even though symmetric-key cryptography is faster,
storing the key in the smart meter increases the risk of the key being stolen; thus,
asymmetric-key cryptography is preferred.

Privacy-preserving data aggregation is another approach that has been pro-
posed for use with smart meters. The goal of data aggregation is to reduce the
total bandwidth used, given that a huge number of smart meters send their meter
reading to the utility company. In [6], hop-by-hop concatenation is used on the
encrypted meter reading. Two different symmetric key pairs are used. The first
key pair is used by the smart meter and the utility company to provide end-to-end
encryption for meter-reading data. The second key pair is used by the aggrega-
tor and its one-hop parent node for hop-by-hop authentication. In this approach,
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the utility company will obtain individual meter readings. The bandwidth saving
from this approach is shown on the header count.

An encryption mechanism that has a homomorphic property can also be used
for privacy-preserving data aggregation. This property enables a set of opera-
tions to be carried out on the ciphertext without exposing the plaintext. Among
many homomorphic encryption mechanisms, Paillier [46] homomorphic encryp-
tion is widely proposed for data aggregation in smart grids such as in-network
secure data aggregation [33], fraud/leakage detection [22], and multidimensional
meter-reading aggregation [37]. Paillier is the preferred choice due to its addition
property, small message expansion factor, and strong security features [48].

7.6 Concluding Remarks and Future Research

In this chapter, we presented the privacy issues caused by various IoT devices
used in smart buildings; in particular, to support energy-efficient and environ-
mentally friendly building services for occupants’ comfort. We identified three
privacy issues that have to be solved to realize privacy-aware smart buildings:
user behavior privacy, which can be inferred from fine-grained meter read-
ings or by tracking mobile 10T devices, location privacy, and visual privacy.
We surveyed several privacy-preserving approaches for identified IoT devices
causing privacy concern, categorized the approaches, and provided an overview
of them. We also provided references to other useful resources for interested
readers.

We also discussed that the privacy issue with the smart meter arises from the
disaggregation of the power consumption to obtain appliance-level information
by using NILM approaches. This is not the only way to obtain this information.
As a matter of fact, a remote monitoring service has been offered for several
years for online monitoring of and possible online services for HVAC systems.
This remote service enables a third party to access the device and collect some
operational information from it for accurate fault detection and suitable proposed
corrective actions. Collecting data remotely may also reveal some occupancy
information, such as when the occupant is in the building or not. When this
remote monitoring service is widely be adopted for various smart appliances
in the near future, the similar issue will arise. The third party will have access
to usage reports of each smart appliance for diagnostics and repairs. Therefore,
privacy-aware remote monitoring services may become one of the future research
directions.

Another possible research direction is to involve interdisciplinary research
and incorporate the user perspective into privacy research. Most of the
approaches are based on fixed assumptions about the user’s privacy perspectives.
However, each user may have a different sensitivity to privacy, which needs to
be reflected in the various approaches. This requires ethnographic approaches
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by social scientists to understand the needs of the users. Once those needs are
identified, differential privacy can be offered via novel approaches.
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Abstract

As one of the promising branches of the Internet of Things (IoT), the Internet
of Vehicles (IoV) is envisioned to serve as an essential data sensing, exchang-
ing, and processing platform for future intelligent transportation systems (ITS).
In this chapter, we aim to address the location privacy issue in the IoV by lever-
aging the mobility social features of vehicles. In traditional pseudonym-based
solutions, the privacy-preserving strength is mainly dependent on the number
of vehicles meeting at the same occasion. We notice that an individual vehi-
cle actually has many chances to meet several other vehicles. In most meet-
ing occasions, there are only a few vehicles appearing concurrently. Motivated
by these observations, we propose a new privacy-preserving scheme, called
MixGroup, which is capable of efficiently exploiting the sparse meeting opportu-
nities for pseudonym changing. By integrating the group signature mechanism,
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MixGroup constructs extended pseudonym-changing regions, in which vehicles
are allowed to successively exchange their pseudonyms. As a consequence, for
the tracking adversary, the uncertainty of the pseudonym mixture is cumulatively
enlarged, and therefore location privacy preservation is considerably improved.
We carry out simulations to verify the performance of MixGroup. Results indi-
cate that MixGroup significantly outperforms the existing schemes. In addi-
tion, MixGroup is able to achieve a favorable performance even in low traffic
conditions.

Keywords: Location privacy, Internet of Vehicles, vehicular social network,
pseudonym, group signature

8.1 Introduction

With the rapid development of wireless technologies, especially dedicated short-
range communications (DSRC) technology, the Internet of Vehicles (IoV) has
become a dispensable data transmission platform. Note that the IoV has signif-
icantly facilitated the realization of the intelligent transport system (ITS) [1-3].
In the IoV, there are vehicles of advanced sensing and communication capability
and smart roadside infrastructures of compact computation and storage capabil-
ity. With the assistance of vehicular onboard units (OBUs) and roadside units
(RSUs), communication in the IoV is resiliently extended to include vehicle-
to-vehicle (V2V) and vehicle-to-infrastructure (V2I) data exchanges [4, 5].
This scenario has been conventionally depicted as a vehicular ad hoc networks
(VANETS) [6]. Due to the high potential for a large variety of applications, the
VANETSs have received considerable attention from both academic and industrial
fields.

Prospectively, VANETSs are envisioned to integrate advanced computing
intelligence (e.g., cloud computing) and social networking perspective, to
efficiently support vehicle-, road-, and traffic-related data sensing, transmitting
and processing for ITS applications, and eventually evolving toward the new
paradigm of vehicular social networks (VSNs) [7].

Although VSN is expected to have a wide-range of applications in future ITS
services, there are considerable challenging technical issues. As a crucial data-
transmitting and processing platform for the ITS, VSNs should inherently protect
the security and privacy of cyber-physical systems for ITS users [8—10].

However, for the sake of safety, vehicles are required to periodically
broadcast their current position, speed, and acceleration in authenticated safety
messages to surrounding neighbors. These messages increase the awareness of
vehicles about their neighbors’ whereabouts and warn drivers of dangerous situ-
ations, which poses that pose potential threats to the location privacy of vehicles.
To address the problem, efficient schemes such as Mix-zone [11-13] and group
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signature [14] have been proposed for location privacy preservation. The central
idea behind these schemes is to create opportunities for vehicles to obscure the
eavesdropping of the adversary. However, Mix-zone is limited by the number of
vehicles appearing at the pseudonyms changing occasions. Mix-zone may not
perform very well in the places with few vehicles or low traffic. The group sig-
nature approach is restricted by the group size. A large-scale group has low effi-
ciency in managing the signatures while a small group is weak in preserving
privacy.

By observing the vehicular traces and exploiting the social features of mobil-
ity, we find that an individual vehicle actually has many chances to meet a
lot of other vehicles. However, in most meeting occasions, only a few vehi-
cles appear concurrently. This fact implies that, if the vehicle could cumula-
tively aggregate these meeting occasions, it has indeed sufficient opportunities
for pseudonym mixture. Otherwise, if the vehicle performs pseudonym changing
merely at places of crowded neighbors, a large number of opportunities will be
wasted. In this chapter, we are motivated to propose a new privacy-preserving
scheme that is capable of efficiently exploiting the potential opportunities for
pseudonym mixture. By creating a local group, we construct an extended region
with multiple road intersections, in which pseudonym exchanges are allowed to
successively take place. Consequently, for the tracking adversary, the uncertainty
of a pseudonym mixture is cumulatively enlarged, and hence location privacy
preservation is substantially improved.

8.1.1 Related work

For driving safety, vehicles have to broadcast periodical messages, which con-
sist of four-tuple information {Time,Location,Velocity,Content}. If the real
identities of vehicles are used in the safety messages, their location privacy will
be easily eavesdropped. For this reason, vehicles should use pseudonyms instead
of their real identities. Moreover, the vehicles should randomly change their
pseudonyms when driving, since the irrelevance of these pseudonyms can guar-
antee the location privacy of vehicles [12]. However, under consecutive adver-
sary tracking, the pseudonym schemes are still vulnerable if vehicles keep using
identical pseudonyms for a long time or change their pseudonyms at an improper
occasion.

As shown in Figure 8.1, three vehicles run on a straight road. If only one
vehicle changes its pseudonym from P; to A; during Af, an adversary can eas-
ily link A; with P; since P; and P, are unchanged. Even if all three vehicles
simultaneously change their pseudonyms, the location and velocity information
embedded in safety messages could still provide a clue for adversaries to link
the pseudonyms. Then, the pseudonyms may fail to protect location privacy. To
address this privacy protection problem, previous work has proposed three major
types of schemes: (1) Mix-zone, (2) group signature, and (3) silent period [15].
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T T+At

A; is linked to P

Figure 8.1: The pseudonyms are linkable.

c Unobserved zone

Observed zone

Figure 8.2: The illustration of Mix-zone scheme.

The nature of all these schemes is to obscure the mapping relationship between
vehicles’ real identities and their factitious identities.

The concept of Mix-zone is firstly presented in the context of location privacy
in [16], and its variants are discussed in [11, 17, 18]. The vehicle uses different
pseudonyms to guarantee location privacy by the unlinkability of pseudonyms.
However, if a vehicle changes its pseudonym at an improper occasion, the
scheme will fail to protect location privacy. The adversary could still link a new
pseudonym with the old one by continuously overhearing the surrounding vehi-
cles and inferring the pseudonym changing. In [11], the authors divide the road
network into an observed zone and an unobserved zone. The unobserved zone
(the gray zone as shown in Figure 8.2) works as a Mix-zone region. In this region,
it is difficult for the adversaries to track vehicles because the vehicles change
and mix their pseudonyms in this zone. Therefore, the Mix-zone constructs an
appropriate time and location for vehicles to change their pseudonyms. Typi-
cally, at an intersection of multiple entries, the vehicles are allowed to change
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their pseudonyms and separately depart from different exits, which achieves the
unlinkability of pseudonyms.

More specifically, there are three entrances (i.e., A, B, C) and three exits (i.e.,
D, E, F) in Figure 8.2. A vehicle enters the Mix-zone coverage through A and
broadcasts its safety messages with the help of RSUs. The vehicle changes its
pseudonyms in the coverage, and then the vehicle departs from any one exit,
which ensures the unlinkability of pseudonyms. The road intersections or parking
lots can naturally be assigned as Mix-zones [19]. The limitation of the Mix-zone
scheme is the concurrent appearance of vehicles in the same intersection. On
roads with minimal traffic, the scheme may not perform well.

For the group signature scheme, a vehicle joins a group and signs for mes-
sages using the group identity, thereby protecting its location privacy. Using a
group signature scheme, the members of a group can sign a message with their
respective secret keys. The resulting signature can be verified by anyone who
knows the common public key, but the signature does not reveal any information
about the signer except that he or she is a member of the group. Essential to a
group signature scheme is a group leader, who is the trusted entity. The group
leader knows the true identity of vehicles, and has the right to track down any of
the group members if necessary. However, if the size of a group is too large [20],
it is challenging to manage all the group members efficiently.

For the silent period scheme, a target vehicle enters a region of interest,
where it initially broadcasts safety messages, then keeps silent and updates its
pseudonym from P; to P, for a random silent period during moving from loca-
tions L to L, (Figure 8.3). The vehicle finally broadcasts safety messages using
P, in L. At the same time, if one of its neighboring vehicles happens to update its

Entering the Exiting the

silent period region silent period region
Random silent period 1

Vehicle with pseudonym P, broadcasts
saftey messages using updated P,

Figure 8.3: The illustration of silent period scheme.
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pseudonym (from P; to Py) from proximity locations L3 to L4, then the adversary
will be misled to treat the neighboring vehicle as the target. The random silent
period scheme is efficient in resisting the adversary tracking. However, the max-
imum silent period is limited by the safety message broadcast period [21]. With
the maximum silent period constrained to the order of hundredths of millisec-
onds, it is still possible to track vehicles by inferring the temporal and spatial
relationship of the vehicles.

8.1.2 Contributions and organization of the paper

In this chapter, we aim to address the problem of location privacy preservation
in VSNs. The main contributions of our work are presented as follow.

m First, we provide observations on vehicle traces: although social spots
crowded with vehicles exist, each vehicle tends to meet others sporadi-
cally and mostly outside the social spots. Following the observations, we
propose a new scheme, MixGroup, to cumulatively exploit the meeting
opportunities for pseudonym changing and improve the location privacy
preservation.

m Second, by leveraging group signature, we construct an extended
pseudonym-changing region, namely, group-region, in which vehicles
are allowed to use the group identity instead of pseudonyms, meanwhile
cumulatively exchanging their pseudonyms with each other. The usage of
group identity efficiently covers the procedure of pseudonym exchange.

m  Third, to facilitate the operation of pseudonym exchange among vehicles,
we devise an entropy-optimal negotiation procedure. In the procedure,
each vehicle will evaluate its benefit and risk in taking part in pseudonym
exchange. The benefit and risk during pseudonym exchange are quantita-
tively measured by the predefined pseudonym entropy.

The rest of this chapter is organized as follows. In Section 8.2, we introduce
the network model, the threat model, and the location privacy requirements. In
Section 8.3, the proposed location privacy-preserving scheme, called MixGroup,
is presented. Firstly, two observations from vehicle traces are described. Then,
we provide a brief overview of MixGroup. After that, the detailed operations and
protocols of MixGroup are elaborated. In Section 8.4, the performance analysis
and optimization are discussed. A performance evaluation is provided in Sec-
tion 8.5. Finally, we conclude our work in Section 8.6.

8.2 System Model
8.2.1 Network model

As shown in Figure 8.4, we consider a vehicular social network deployed in an
urban area. The VSN consists of a number of vehicles, roadside infrastructures,
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Figure 8.4: Architecture of a vehicle social network.

and an intelligent transportation system (ITS) data center. These components are
explained as follows.

m Vehicle. A large number of vehicles run on the roads in the urban
area of interest. Each vehicle is equipped with an OBU, which allows
the vehicles to communicate with each other or with the roadside
infrastructures for data exchange. Each vehicle will periodically broad-
cast its location information for the purposes of driving safety. To protect
its location privacy, each vehicle should identify itself by a predefined
pseudonym instead of its real identity when broadcasting location-related
safety messages.

Moreover, two hardware modules are needed for security in OBU,
that is, a tamperproof device (TPD) and an event data recorder (EDR).
The TPD possesses cryptographic processing capabilities and the EDR
provides storage for the TPD. The EDR records the critical data of a
vehicle during emergency events, such as its speed, location, time, etc.
The EDR is similar to the ”black box” in airplane. The EDR can be
extended to record safety message broadcasts during driving. As the
electronic devices are easily accessible by a driver and some mechan-
ics, the cryptographic keys of a vehicle should be protected in the TPD.
The TPD is a safe hardware to store all cryptographic material and per-
form cryptographic operations. The TDP stores a set of cryptographic
keys with the identity binding of a given vehicle. These keys in the
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TDP guarantee the accountability property. The TDP includes its own
clock and has a rechargeable battery that is periodically recharged by the
vehicle [22].

B Roadside Infrastructure. To collect ITS-related data (e.g., the condition
of the traffic, vehicles, and roads) from vehicles, roadside infrastructures
are deployed along the roads of the urban area of interest. A roadside
infrastructure has two main components: an RSU as a wireless com-
munication interface and a front-computing unit (FCU) for local data
processing. A roadside infrastructure can extend the communication of
VANETs by redistributing or sending the information to other roadside
infrastructures. The roadside infrastructure also provides Internet con-
nectivity to OBUs, and runs safety applications, for example, accident
warning or blacklist broadcasting [23]. For economic reasons roadside
infrastructures are placed sparsely along the road. As a consequence,
there is only intermittent coverage on the road for vehicles to access.
All roadside infrastructures are connected to the ITS data center by wired
backhauls.

B Data Center. All ITS-related data are aggregated to the data cen-
ter. The trusted registration authority, the location server, and the
pseudonym database are located in the data center. The registration
authority is a trusted third party operated by governmental organiza-
tions. It is responsible for the VSN, and manages the identity and cre-
dentials of all vehicles registered with it. The data center is respon-
sible for global decision-making, such as pseudonyms generation and
revocation.

Regarding their moving traces, the vehicles in a VSN exhibit inherent social
features, which may be exploited for designing the privacy protection scheme.
To describe the social features of the spatial distribution of vehicles, we propose
the concepts of social hot spot and individual hot spot in the following.

B Global Social Spot. From the perspective of a VSN, a global social spot is
the place where a number of vehicles meet at a certain time. For example,
a road intersection of a busy street in a Central Business District (CBD)
is a typical global social spot, where many vehicles wait at red lights. It
is noteworthy that global social spots are usually selected as Mix-zones
in many existing works e.g., [11, 18, 19, 24].

® [ndividual Social Spot. From the perspective of a specific vehicle, an indi-
vidual social spot refers to the place where the vehicle frequently visits.
For example, a road intersection near the vehicle owner’s workplace and a
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supermarket parking lot near the vehicle owner’s home are usually poten-
tial individual social spots. Actually, vehicles may share common individ-
ual social spots. For example, for people working in the same company,
their vehicles have the same parking lot as a common individual social
spot. In this sense, if a place is a common individual social spot of many
vehicles, it is indeed a global social spot. Note that, for a specific vehicle,
its individual social spots are candidate places for pseudonym changing,
if it happens to meet enough vehicles there.

8.2.2 Threat model

To broadcast safety-related messages periodically, the radio of the OBU can-
not be switched off when a vehicle is running on the road. As a result, an
eavesdropper may track a specific vehicle and monitor its location information
by leveraging these periodical safety messages [19, 25]. Location privacy pro-
tection is therefore necessary to deal with potential adversaries. In our threat
model, we consider both external and internal adversaries. More specifically,
two types of external adversaries, namely, a global passive adversary (GPA) and a
restricted passive adversary (RPA), and two types of internal adversaries, namely,
an internal betrayal adversary (IBA) and an internal tricking adversary are
considered.

B Global Passive Adversary (GPA). The GPA (e.g., “Big Brother” surveil-
lance [21]) can locate and track any vehicle in a region of interest by
eavesdropping its broadcasts.

B Restricted Passive Adversary (RPA). The RPA (e.g., a compromised ser-
vice provider) is limited in its location tracking capability in a region of
interest, since it can only exploit the deployed infrastructure RSUs for
eavesdropping and estimating the locations of vehicle broadcasts. Hence,
the region over which the RPA can track vehicles is dependent on the
vehicle transmission range and the distance between any two successive
deployed RSUs [26].

m [nternal Betrayal Adversary (IBA). For the group signature based
scheme, an internal adversary is a compromised group member who
becomes an adversary after being a group member. The IBA will collude
with a GPA or RPA to track a target vehicle. After exchanging privacy-
related information (e.g., the pseudonyms) with the target vehicle, an IBA
will leak the information to the GPA and RPA, resulting in the reconstruc-
tion of the target vehicle’s trace if the target vehicle only exchanges once
in the MixGroup.

For example, a vehicle V; has some pseudonyms, denoted as PID,;.
The vehicle exchanges its pseudonyms with an adversary (e.g., a com-
promised group member), who owns a set of pseudonyms PID ;. Finally,
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V; gets PID;, and the adversary obtains PID;. The adversary leaks out the
pseudonym’s information to a GPA or RPA. Then, the adversaries can
restructure the historical trajectory of V; by analyzing the eavesdropped
record of safety messages signed by PID;. If V; no longer exchanges PID ;
with others after departing the MixGroup zone, V; will use PID ; to broad-
cast safety messages. By monitoring the safety messages signed by PID ,
the adversaries can infer the real trace of the target vehicle and continue
to track the target vehicle.

B [nternal Tricking Adversary (ITA). Unlike the IBA, the ITA will tautolog-
ically use the pseudonyms, which had been exchanged with others more
than once. The victim obtains useless pseudonyms and may exchange
with others without knowing. The number of victims depends on the
number of vehicles that exchange information with the ITA.

There are other methods for an eavesdropper to track a target vehicle. For
example, a video-based approach using traffic-monitoring cameras is able to
visually identify the target, using color, size, or license plate number. Another
physical-layer approach may use specialized hardware to capture and process
electromagnetic signatures, such as signal strength, or commercial-off-the-shelf
hardware to passively track multiple vehicles. However, these approaches require
significant efforts like expensive cameras with sufficiently high resolution to
track even a single target vehicle. The adversary has to undertake the overwhelm-
ing cost of the entire system. In this chapter, we consider the adversary using the
aforementioned radio-based eavesdropping, which involves only a moderate sys-
tem expense.

8.2.3 Location privacy requirements

To preserve the location privacy of vehicles in vehicular social networks against
the four types of adversaries mentioned previously, the requirements should be
satisfied as follows [19].

m [dentity privacy: Identity privacy is a prerequisite for the success of loca-
tion privacy. Each vehicle should use pseudonyms instead of a real iden-
tity to broadcast safety messages for the preservation of identity privacy.

m pseudonyms: Each vehicle should periodically change its pseudonyms to
weaken the relationship between the former and the latter locations of
a vehicle. The vehicles should choose appropriate times and locations
to periodically change the pseudonyms to avoid continuous adversary
tracking.

m Conditional tracking: Location privacy should be conditional in this
chapter. The pseudonyms of vehicles should be trackable to the trusted
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register authority (RA). The RA is capable of disclosing the real identity
as well as the location of any vehicle in the VSN. The adversaries should
be held accountable for illegal activity by the RA.

In the following section, a location privacy-preserving scheme, which
achieves the above requirements, is proposed and discussed for VSNs.

8.3 Proposed Location Privacy Preservation
Scheme: MixGroup

In this section, we present the design of MixGroup for preserving the location
privacy of vehicles in VSNs. Our discussion begins with the characteristics of
vehicular social networks and two interesting and intuitive observations from
real vehicle traces. The notations used in this paper are listed in Table 8.1.

Table 8.1 Standard definition of symbols used in this chapter

Notation
Vi
PID;

G,

GL;
GID;
SK¢

{x}

Ly

o

11—

xlly

RSU;
PK;,SK;,Cert;

Certg,,

i

PK; ,SK; Cert;
PK.;, SKe,iycerte,i

Epg,(m)

Esk,(m)

Signsg, (m)
dual-signature;_,
TimeRecord

Description

The ith vehicle in the VSN.

The kth pseudonym of vehicle i. Each vehicle has w
pseudonyms, {PID;;};_, = {PID;}.

The jth group of vehicles in the VSN.

A group leader of the jth group in the VSN.

The identity of jth group.

Group private key of group ID and corresponding
certificate for vehicle i.

A set with element x.

The sth location of vehicle v;.

The kth exchange location of vehicle v;.

Vehicle v; sends a message to v;.

Element x concatenates to y.

The kth RSU in the VSN.

Public and private key pair of vehicle v; and corresponding
certificate.

Public and private key pair of vehicle v;’s temporary
identity and the corresponding certificate.

Public and private key pair of vehicle v; for pseudonym
exchange and the corresponding certificate.

Encryption of message m with public key of entry x.

Encryption of message m with private key of entry x.

Digital signature on message m with private key of entry x.

Dual signature from vehicle v; and vehicle v;.

Time record of pseudonym exchanging event.
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8.3.1 Characteristics of vehicular social networks

In a densely populated region, many people spend one or more hours every day
driving between home, workplaces, and commercial districts. Since the mobili-
ties of vehicles are restricted by the road networks, the trajectories of vehicles
are predictable and regular. Day after day, the same people travel along the
same roadways almost at the same time. Therefore, there are opportunities to
form periodic virtual mobile communities. These virtual communities are called
vehicular social networks (VSNs) [27].

A VSN is one kind of VANET, which also include traditional V2V com-
munications and V2I communications. Compared with other VANETSs, VSNs
take human factors into consideration. Vehicles are driven by humans in the road
networks, so that the mobility of vehicles directly reflects humans’ intentions.
Humans’ intentions are shown by some social characteristics. The social charac-
teristics of VSNs are as follows [7]:

m  Shortest path-based movement: A vehicle randomly chooses a start point
and a destination on the road networks. The vehicle uses Dijkstra’s algo-
rithm to calculate the shortest path to the destination.

m  Social hot spots based model: In a VSN, there are several spots that have
high social attractivity in a road network. The social attractivity is decided
by the number of vehicles that are currently stopping in the spot, for
example, a supermarket downtown.

B Spatiotemporal mobility model: The vehicles driven by people travel
to different spots at different times every day, but almost in a periodic
manner. For example, people go to the office in the morning, to the restau-
rant at noon, and home in the evening. Day after day, the mobility of
vehicles shows some spatiotemporal laws.

8.3.2 Two observations from real vehicle traces

Through trace-based experiment and analysis [28], we have the following two
observations:

8.3.2.1 Observation one

Only a few vehicles meet in global social spots, while most vehicles meet spo-
radically. The mobility of vehicles is spatially restricted by the shape and distri-
bution of the roads. Usually, vehicles gather in parking lots or road intersec-
tions when the traffic lights are red. In this paper, we choose 40 major road
intersections as social hot spots in San Francisco and observe the number of
vehicles that pass by the observed intersections from 8:00 a.m. to 12:10 p.m.
every 10 min. As shown in Figure 8.5a, during the 250 min of interest, about
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Figure 8.5: Statistics of vehicles in social spots: (a) observation one; (b) observation
two.

13% of observed vehicles collectively pass by the social hot spots as a crowd
every 10 min (an aggregation of more than 10 vehicles is considered a crowd).
Moreover, the vehicles in geographical proximity tend to meet frequently. The
other 87% vehicles navigate sparsely. Each of these vehicles meets other vehicles
sporadically in different road intersections, but not necessarily in the social hot
spots.
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8.3.2.2 Observation two

Most vehicles always visit their individual social spots, where they meet most
other vehicles that they may meet in one day. Most vehicles move with highly
regular patterns every day. Each vehicle usually passes by several fixed places,
marked as individual social spots. Furthermore, the time when they arrive at
each of these places is fairly similar every day. This is because people’s social
behavior patterns usually remain stable within a relatively long interval [29]. We
focus on the meetings of the vehicles and find that each vehicle tends to meet
64% of other vehicles that it may meet in one day in its individual social spots
(see Figure 8.5b), but only 13% of other vehicles in global social spots. The
above two observations jointly reveal the fact that vehicles have individual social
features as well as common social features. The individual social features have a
major impact on vehicles’ movement patterns.

The two observations on the vehicles’ mobility features could be traced back
to the Pareto principle (also known as the 80-20 rule). More specifically, roughly
80% of the vehicles meet others in 20% of the social spots (i.e., the hot spots).
Our observations match with the Pareto principle and go a step further to reveal
the fact that the hot spots can be divided into global hot spots and individual hot
spots. In roughly 80% (it is actually 77%) of the vehicles, 64% meet others in
the individual hot spots, while only 13% meet others in the global social spots.

In designing location privacy preservation schemes, it is important to exploit
both the common and individual social features of vehicles’ movement patterns.

8.3.3 MixGroup: Brief overview

As we have pointed out, the main concern in designing location privacy pro-
tection in VSN is to increase the number of meeting vehicles and hence maxi-
mize the uncertainty of pseudonym mixture. In traditional schemes, pseudonym
changing happens only at global social spots. Consequently, a lot of mixture
opportunities are wasted, as we know from the aforementioned two observations.
In this chapter, we are motivated to propose a new location privacy preserv-
ing scheme, namely MixGroup, which aims to efficiently aggregate the poten-
tial opportunities for changing pseudonyms along vehicles’ moving paths. To be
more concrete, let us consider the scenario in Figure 8.6. There are global and
individual social spots along the path of vehicle v;. In the traditional scheme, v;
is allowed to change its pseudonyms in the global social spot S3 where there are
eight other vehicles at the intersection. Actually, there are still three, three and
four other vehicles at the intersections of the individual social spots S, Sz, and Sy,
respectively. To efficiently leverage these potential opportunities, the proposed
scheme strategically combines the spots S; to S4 to constitute an extended social
region R;. Vehicle v; is then allowed to accumulatively exchange pseudonyms
with vehicles that it meets in R;. For instance, it may exchange pseudonyms with
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Figure 8.6: Illustration of group-region.

vehicle v, in S; and then with v, in S3 subsequently. Theoretically, since v; will
meet a total of 18 other vehicles, the opportunities for pseudonym mixture are
considerably enlarged from 8 to 18. As a consequence, the privacy preservation
is much increased.

To implement the proposed scheme, four key mechanisms are devised: (1) the
pseudonym mechanism, (2) the group signature, (3) temporary in-group identity,
and (4) the encryption and authentication mechanisms, as explained below.

B Pseudonym Mechanism. In MixGroup, the usage of pseudonyms is the
fundamental mechanism to protect the location privacy of vehicles. For
vehicle v;, it will be allocated with w pseudonyms. For example, PID; ;
(k=1,---,w) represents the kth pseudonym of v;. The pseudonym is
used outside the group-region for safety message broadcasting. In a
group-region, vehicles will use group identities instead of pseudonyms.
Pseudonyms are changed among vehicles in a group-region.

B Group Signature. By leveraging the mechanism of group signature,
MixGroup constructs extended pseudonym-mixing regions (i.e., group-
regions), in which vehicles are allowed to accumulatively change their
pseudonyms. Each group has a group identity GID; and a group leader
GL;. When vehicle v; enters a group-region, the group leader GL; will
deliver the group identity G/D; and the corresponding group private key
SKg,, and certificate Cerig,, to the vehicle after authentication. Vehicle v;
will use GIDj, SKg;,, and Certg,, for broadcasting safety messages and
subsequently changing pseudonyms.
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B Temporal In-Group Identity. During the procedure of pseudonym
exchange, each vehicle needs a dedicated identity to indicate itself and
exchange pseudonyms with others. To avoid associating the real iden-
tity with the identity of pseudonym exchange and adversary tracking,
neither the real identity nor the current pseudonym can be set as the
dedicated identity. For this reason, we define a new ID called tem-
porary in-group identity (TID) for each vehicle. When a vehicle v;
enters the group-region, the group leader will allocate a set of TIDs,
Pk;;, SKi, (I =1,...,L), to it. After that, TIDs will be used for send-
ing requests and responses in the pseudonym exchanging procedures.
Usually, each TID is expected to be used only once for pseudonym
exchange. As a result, the adversary cannot establish the mapping rela-
tionship between a vehicle’s real identity and pseudonym exchanging
identity.

m  Encryption and Authentication. To protect wireless communication secu-
rity and exclude illegal vehicles, MixGroup uses restrict encryption and
authentication mechanisms. For each vehicle v;, there are three sets of
public and private keys and certificates, respectively, for real identity,
TID, and pseudonym exchange. Specifically, {PK;, SK;, Cert;} are used
in V2I communications through which the RA can authenticate the vehi-
cle’s real identity; {PK], SK], Cert!} are used according to TID for
sending requests and responses before pseudonym exchange; and {PK, ;,
SK.;, Cert,;} are used to authenticate the validity of the two sides during
pseudonym exchange.

In the system, vehicles broadcast exchanging requests to each other
without location relating to their requests. Two vehicles exchange
pseudonyms and relevant data by encryption with the exchanging key,
for example, V; uses PK, ;,Cet,; as its exchange key. A dual-signature is
produced during the exchange process, which is used to authenticate the
validity of exchange data by two sides. An Event Record device is used to
record the event of exchange between two vehicles and ensure account-
ability. Vehicles have the right to use exchanged pseudonyms only after
authorization via the RA.

8.3.4 MixGroup: Detailed operations

MixGroup mainly consists of six operations: system initialization, key genera-
tion, group join, pseudonym exchange, group leaving, and revocation. Figure 8.7
shows a state diagram of vehicles in MixGroup to explain how vehicles transit
from one state to another.
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Figure 8.7: State diagram of vehicles.

8.3.4.1 System initialization and key generation

In MixGroup, we employ the efficient Boneh—Boyen short signature scheme in
[20, 30] for system initialization and key generation. In the scheme, vehicle v;
with identity /D; joins the system and gets its public/privacy key and certificate,
denoted as PK;, SK;, and Cert;, respectively. The RA stores (ID;,PK;) in the
tracking list. The vehicle is provided with a set of w pseudonyms {PID;;}}_,
by RA and accordingly public/private key pair (PKpp,,,SKpip,,) and certificates
Certpg,,, , for each pseudonym PID;. The group public key of group G; and
group private key for vehicle v; are denoted as {GID;,SK,,,Certg,, }, respec-
tively. In this chapter, TIDs are generated by the RSA algorithm. After that, TIDs
are delivered through RSUs (which are located at the boundary of the MixGroup
region) to the vehicles when they enter the MixGroup region. It is noteworthy
that TIDs are only used for sending requests and responses during the procedure
of pseudonym exchange.

8.34.2 Group join

Before entering a group-region and joining a group, each vehicle v; periodically
broadcasts safety messages with its own pseudonyms {PID;} given by the RA.
Upon hearing the broadcast messages from the nearby RSU, say, RSUy, v; will
propose to the group leader GL; through RSU, requesting membership of group
G ;. The group leader, who is responsible for distributing and managing group
identity (GID) and the associated keys and certificates, is elected by the RSUs
of group G;. The group leader GL; verifies the legality of v; (identity parame-
ters of v; included in the request) with the help of the RA. Then, GL; provides
v; with parameters of group identity (GID) and the associated private key and
certificate and also the parameters of a temporary in-group identity (TID) used
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during pseudonym exchange with others. After that, v; becomes a group mem-
ber and will broadcast safety message using GID; instead of {PID;} to prevent
the possible continuous tracking of pseudonyms from potential adversaries. In
order to ensure liability of the message originator and the safety of the mes-
sage receiver, each vehicle signs its safety message with a timestamp to ensure
message freshness and includes the group private key and certificate to enable
verification. The pseudocode of the group join protocol is presented here: Group
Join Protocol (GROUP_JOIN)

l.vi: listen to the messages from neighboring RSU;, RSU; € Gj;
2. v;: verify the legitimate identity of RSU;, and change its pseudonyms from PID;;_; to
PID; ., PID; (S
{PID;};
3.y — GL je
request = RSU||Egy,( join-request||PID
[|Cetpip, , )||TimeStamp,
where join_request = PKp[Di.kHlocationvi ||velocityy,
||laccelerationy, ||TimeStamp;
4. if (verified PID; ;) and (location,, is within range of RSUy, RSU, € G)
GL; — i
reply = Eppp, (Group_key||TIDkey||Cetg;)
||TimeStamp,
where Group_key = GID j||SKg,,||Certg,
TID_key = PK ||SK, ||Cert,;
else
GLj: do not reply;
endif
5.if (received reply within 7;,ay)
vi: broadcast by GID; instead of PID;,
broadcast = GID j||navigation_data;| \SignSKGH
(navigation_data;)||Cetg,
where navigation_data; = locationg; Hvelbcitygj
||accelerationg, ||TimeStamp,
v;: go to GROUP_OPERATION when meeting other vehicles;
else
v;: go to step 3;
endif

8.34.3 Pseudonym exchange

When vehicle v; navigates as a group member of G; , it will periodically
broadcast safety messages with the identity GID ;. Once vehicle v; meets other
group members of G, there is an opportunity to exchange their pseudonyms. At
this moment, the vehicle will broadcast a pseudonym exchange request. In tradi-
tional Mix-zone [11], vehicles change their pseudonyms at road intersections
under the assistance of RSUs. The operations of pseudonym changing in
MixGroup are different from that in Mix-zone. Two vehicles of a same group
are allowed to directly exchange their pseudonyms without the involvement
of RSUs. This means that pseudonym changing can be performed outside the
coverage area of RSUs. Furthermore, the newly exchanged pseudonyms would
not be used immediately but after the vehicles leave the group-region. Instead,
the group identity is still used for broadcasting safety messages. The usage of
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group identity is beneficial to “cover” the procedure of pseudonym exchange. By
leveraging the group signature mechanism, pseudonym changing in MixGroup
may take place anywhere as a vehicle meets with other vehicles.

The procedure of pseudonym exchange has several steps. First, if vehicle v;
finds out that there are other vehicles in the proximity (by hearing safety mes-
sages) and it attempts to exchange pseudonyms, v; will broadcast a pseudonym
exchanging request message associated with its public key of TID PK;. After
receiving the request messages from other vehicles, vehicle v; will compute its
own exchange benefit and decide whether to exchange at this time or not. In this
paper, the exchange benefit is quantitatively evaluated by the pseudonym entropy.
The procedure of negotiation on the participation of pseudonym exchange will
be elaborated in Section 8.4. If vehicle v; decides to exchange with others, it will
randomly select a neighbor vehicle, say, v; (actually indicated by the TID), and
send a pseudonym exchange proposal to v;, which is encrypted with public key
of v;’s TID (i.e., PK}) in its broadcast request. With the agreement from v;, v;
will receive and verify the response of v; including exchanging public key PK., ;
and the associated certificate. The pseudocode for the operations of pseudonym
exchange is presented here, including three protocols: GROUP_OPERATION,
EXCHANGE_HANDSHAKE, and PSEUDONYM_EXCHANGE.

Group Operation Protocol (GROUP_OPERATION)

1. vij: receive and verify broadcast messages from neighbors;
2. vj: receive and verify broadcast messages from neighbors;
3. if (v; wants to exchange {PID;} with neighbor v;)
vi: broadcast request = (exchange_request||PKi,
’
[|Cert; ||Certg, | |TimeStamp)
and go to EXCHANGE_HANDSHAKE protocol;
else
vi: go to step 1;
endif

Exchange Handshake Protocol (EXCHANGE HANDSHAKE)

1. vi: receive pseudonym exchanging request from neighbors;
2. v;: verify and evaluate the benefit to decide whether to exchange right now;
3. vi: if (exchange)
3.1 v;: randomly choose a vehicle v; with PK; 5
3.2 vi = vj:
proposal = PK],- ||E ' (exchange_proposal
J

| |Cert,-, [[Signgs (Certi’ )||TimeStamp) ;
3.3 vji—v;: '
if (v; agrees to exchange)
response = PKI-/ | ‘EPK‘.' (reponse_con firm||M
||SignSK]{ (M)||Cert;),
where M :PKe,j||Cete$j||SignSK;j(PKe$j\\Cete,/’)
||TimeStamp;
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3.4 vi—vj:
reply=Epg, ; (PKe||Cert. ;||SIG||TimeStamp),
where SIG =Signsk, ;(PK,i||Cert,||TimeStamp);
3.5 go to PSEUDONYM_EXCHANGE protocol;
else
Vi —r Vit
response = PK,-/ ||E PK! (disagree||C ert;

. ’ .
| \SlgnSKj/_ (Cert})||TimeStamp);

3.6 vi: go to step 3.1;
endif
else
3.7 vi: go to step 1;
endif

Pseudonym Exchange Protocol (PSEUDONYM_EXCHANGE)
1. vi—v;:
Pseudonyms;_, j = Epx, ; (data_1|Sig_1| |CetGl.
||TimeStamp) ,
where data_l = P1D,~,k||Certp1DiAk||SignSK,,mik
(PID; t||Certpip; )
Sig_1 = Signgg, ,(data_1);
2. vj: verify and store data from v;;
3. vi—=>vi:
Pseudonyms_,; = Epk, ;(data_2||Sig 2||Sig_1
||Dual-signature;_,;|||TimeStamp) ,
where data.2 = PID;||Certpip, | |Sig”SKmn,k

(P[Djkacerlp[Dj‘k),
Sig-2 = Signgk, ;(data_2),
Dual-signaturej—; = Esx, ;(Sig-1||TimeStamp) ;
4. v;i: verify and store from v;;
Vi =V
data; = Epx, [Dual-signature;_, j||Sig 2
||TimeRecord||TimeStamp] ,
where Dual-signature;,j = Signgg, ,(Sig_2
||TimeStamp) ;
5. vj: verify and store data from v; ;
6. vi: Record_1 = Epk, (Cert, ;||Cert,;
|I{PID;} ||{PID,}||Add data),
vj: Record2 = Epky, (Certe||Certe j|[{PID;}
|{PID,}||Add data),
where Add_data = TimeRecord ;
7. vi: send Record_l to vj;
vj: send Record 2 to vi;
8. v;: compare received Record_2 with Record_1,
if (Record2 and Record_l are identical)
i—j:
Ry =Epg,; (Record_2||SigR;—s j||TimeRecord) ,
where SigRi_,; = Signs,,(Record_2||Timestamp);
9. vj: verify and store data from v;;
10. v;: compare received Record_1 with Record 2,
if (Record2 and Record_l are identical)
Vi — Vit
R1 = Epk, ;(Record_1||SigR ;|| TimeRecord),
where SigRji = Signs, ;(Record_1||Timestamp);
11. v;: verify and store data from v;.
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8.3.4.4 RSU signing protocol

As mentioned above, a vehicle may meet and exchange its pseudonyms and the
associated certificates with other vehicles. However, before having permission
to use the exchanged pseudonyms, the vehicle should firstly activate the
pseudonyms by the RA through the RSUs. After pseudonym exchange with the
last vehicle, say, v;, v; will listen to the broadcast messages of RSUs nearby.
When connected to an RSU, say RSU,,, v; will send a signing request to it
with Exchange_data and Personal_data that are encrypted by the public key
of the RA. The Exchange_data includes exchanged pseudonyms and a dual-
signature signed by v; and v; to prevent forgery. The RA validates the Per-
sonal_data to verify the legal identify of v; and distributes a new exchanging
key pair for the next exchange and renewed certificates of {PID;} to v;. The
RA will keep a record of these data, while v; will also verify and store them.
If the Exchange_data is invalid, the RA will redistribute valid pseudonyms and
certificates in its backup list to v;. The pseudocode of the RUS_SIGN protocol is
illustrated here:

RSU Sign Protocol (RSU_SIGN)

1. vi: receive and verify broadcast from RSU,, and decide to activate the new
pseudonyms (RSUn € Gj);
2. v > RSU, (RA):
request_sign = RSUp||Epiy, (Exchange_data
||Personal data)||TimeStamp ,
where Personal_data = PK,;||Certe ;,
Exchange_data = (PID;||Cert,;
||Dual — signature_;||Sig;j—i) ,
SigRj—i = Signgk, ;(Record_1||Timestamp);
3. RA: if (validate Personal_data and v;)
go to REVOCATION
else
3.1 if (Exchange_data valid)
send new exchanging keys and certificates,
RA — v;:
update = Epg, (new_key||new_certification
||new_pseudonyms||Certga)||TimeStamp
where new_key = Hash(PID||SK;
||Cert;||TimeStamp)
new_certification = Hash(PID||Cert;
||TimeStamp)
new_pseudonyms = PID ;
3.2 v;: validate and store renewed data;
else
3.3 RA: redistribute pseudonyms for v;
go to REVOCATION;
endif
3.4 go to GROUP_LEAVE;
endif
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8.34.5 Group leaving

After moving out of the group-region, a vehicle will broadcast safety mes-
sages using the newly changed pseudonyms. The procedure of group leaving is
described in the following. When v; receives the message from the RSU located
at the region boundary, it will prepare for the group leaving by sending the newly
changed pseudonyms to the RA as the RSU signing protocol. As long as vehi-
cle v; passes by the boundary RSU and cannot receive the signal, it will replace
the group identity GID; with PID ;; for safety message broadcast. For the RSU
and RA, when GL; does not receive any safety messages from v; with certificate
Certg,; for a maximum time Ti,ax, GL; believes that v; has left the group. As a
result, it will delete the entry v; from the group member list. When leaving the
group, v; will determine by itself whether it is necessary to find a new group (in
the next group-region) or remain using the pseudonyms for a while. The pseu-
docode of GROUP_LEAVING is presented below.

Group Leave Protocol (GROUP_LEAVE)

1. vi: compute distance from zone boundary of G,-;
2. vi: if (before going out of G; at leave_time, t)
3. vi: randomly choose ¢ to use PID; instead of GID;

go to GROUP_JOIN
4. GLj: if (no broadcast received from v; during Dpmax )
GLj: delete entry v; from current group member list

endif
else

5. go to GROUP_OPERATION

endif

8.3.4.6 Revocation protocol

In MixGroup, any violation of vehicles will be monitored and accused by neigh-
boring vehicles or RSUs. For example, if a compromised vehicle vy in the group
is detected by v;, v; will record the violation actions of v and report to the group
leader GL ;. There is vital evidence in the report. If v; stays in the group-region,
the report will include information such as the type of violation of v, the group
certificates of v; and v, and the messages signed by v;. If v; has left the group,
it will integrate the pseudonym PID; ,, the public key PKp;p,, and the certificate
Certpyp,, into the report. After receiving the report, the group leader GL; will
check the validity of the report as well as the identity of v; and then forward
them to the RA. The RA will validate the report and repeal the true identity of
v by the tracking list. If the violation is confirmed, the RA will add vy to its
blacklist and broadcast a new blacklist to all RSUs and vehicles in the VSN.
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The pseudocode of REVOCATION protocol is shown here:

Revocation Protocol (REVOCATION)
1. vi: if (being in Gj);
2. vi =+ GLj: accuse vehicle v to GLj;
report_1 = Egr;(VIO{type||Mess_1}||Cerig,,
||TimeStamp)

where
Mess1 = (GID j||message||Sigg, (message)
[|Certg, || TimeStamp)
3. GLj — RA: validate report_1 and send report to RA
report = Epxy, (Mess||GLj||Certcy;||TimeStamp)
where Mess = Mess_1||Cerig,,
4. RA: validate report, repeal v; and add v; into blacklist;
5. RA— GL; and all vehicles: broadcast newest blacklist;
else
6. vi = RA: accuse vehicle v; to RA
report = Ep, [VIO{type||Mess}||PKpip,,,
||Certpip, ,||TimeStamp) '
where Mess = (PIDk||message||SigSK[,,Dk (message)
||TimeStamp) ;
7. RA: validate report, repeal v, and add v into blacklist;
8. RA— GLj and all vehicles: broadcast newest blacklist;
endif

8.34.7 Conditional tracking

When a vehicle is in a group G, its periodical broadcasting message includes the
safety-related data and the group certificate Certg,,. Although group members
of G; only can verify the validity of the safety message, the RA can link all
the messages with certificates to the true identities of vehicles by checking the
tracking list. When a vehicle is out of any group and uses its own pseudonyms
for communication, its safety message also includes the certificate, which can
be identified by RA. In other words, the true identity of each vehicle is totally
unconcealed for the trust RA, but conditionally private for the group leader and
unknown for the other common vehicles.

8.3.4.8 Discussions

In the proposed scheme, there are two separate procedures related to the
pseudonym changing: the pseudonym exchange procedure and the pseudonym
activation procedure. These two procedures are efficiently integrated to allow
distributed pseudonym changing. The pseudonym exchange procedure only
involves vehicles. Vehicles of the same group are allowed to exchange their
pseudonyms directly and out of the coverage area of RSUs. In addition, a vehi-
cle is allowed to accumulatively exchange its pseudonym with others without the
involvement of RSUs. During the pseudonym activation procedure, vehicles have
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to activate their pseudonyms through RSUs. After exchanging its pseudonym
with others, a vehicle will activate the new pseudonym whenever it meets the
RSUs. In this sense, it is unnecessary to have continuous RSU radio cover-
age. Eventually, when a vehicle encounters the RSUs at the boundary of the
MixGroup region, it will have a final check to ensure the pseudonym activation
procedure is carried out.

8.4 Security Analysis

In this section, we discuss the possible attacks and the corresponding defense
measures in MixGroup. In addition, we present the optimization of pseudonym
exchange to improve the pseudonym entropy against location privacy tracking.

8.4.1 Attack and defense analysis

In principle, the strength of location privacy preservation in pseudonym-based
schemes depends on the uncertainty (i.e., entropy) in mapping pseudonyms to
real vehicle identities from the perspective of an adversary. Accordingly, the cen-
tral idea of MixGroup is to combine the successively located individual hot spots
of the target vehicle into an extended pseudonym-changing region. Since the
area of the region is considerably enlarged, and vehicles are allowed to accu-
mulatively change their pseudonyms, the uncertainty of pseudonym mixture is
significantly improved, and, the privacy preservation is consequently enhanced.

MixGroup has favorable defense ability against many security and privacy
attacks. For example, due to the encryption and authentication mechanisms, the
adversary is computationally bounded and unable to launch brute-force crypt-
analytic attacks on the encrypted messages. Furthermore, since all messages are
authenticated, it is difficult for the adversary to emulate the legal vehicles. The
replay attacks would not be successful due to the usage of timestamps. Mean-
while, the adversary cannot simulate an RSU or forge the RSU messages and
therefore cannot create a fictitious MixGroup with valid keys it controls.

In the following, we will further discuss several essential attacks and the
defense measures of MixGroup.

84.1.1 GPA and RPA

For GPA and RPA, the adversary passively eavesdrops vehicles’ safety messages
and observes the times and the locations of the entering and exiting vehicles in
order to derive a probability distribution over the possible mappings. If there are
few vehicles in the pseudonym-changing place, the adversary will still have a
high probability of following the target vehicle. However, MixGroup is not lim-
ited to one pseudonym changing in one place. When a vehicle enters a group-
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zone, it meets many vehicles during navigation. By using a uniform group sig-
nature, the vehicle is allowed to exchange pseudonyms with any vehicle passing
by. In this case, for GPA and RPA, it is hard to track a target if it is “mixed” with
a sufficiently large number of vehicles. All these vehicles look identical under
the protection of group signature. As a consequence, the GPA and RPA will be
lost in tracking a target.

84.1.2 Incorrect data attack

The internal adversary can perform an attack on vehicle safety by misbehav-
ing and broadcasting incorrect data to attack neighboring vehicles. However,
in MixGroup, since each vehicle signs the safety messages (see Step 5 of
GROUP_JOIN protocol), the adversary will be held liable for providing incor-
rect data. In order to detect such attacks, each vehicle must be able to detect
the incorrect safety messages. In [31], an efficient scheme is proposed to detect
incorrect data, by enabling each vehicle to maintain its own observations of the
neighborhood (such as estimated locations of neighboring vehicles) and check-
ing data received from neighbors for any inconsistencies.

8.4.1.3 Liability attack

The adversary may perform an attack on the vehicle liability. In order to evade
liability, the adversary can counterfeit a random pseudonym in the VSN. Actu-
ally, such an attack is prevented in MixGroup. It is mentioned that safety mes-
sages from each vehicle must contain valid certificates and, furthermore, be
signed by a legal group signature if inside the group or by an authenticated
pseudonym if outside the group. The vehicles can authenticate the validity of the
safety messages. The adversary can also attempt to impersonate the target vehicle
using one of its overheard pseudonyms and the associated certificate [21]. Such
impersonation attacks are avoided in our model by making each vehicle sign on
the safety message and include a valid certificate from the RA according to the
pseudonym in usage.

8.4.1.4 IBA and ITA

In this chapter, there are two kinds of special internal adversaries, namely inter-
nal betrayal adversary (IBA) and internal tricking adversary (ITA). For the IBA,
it exchanges its pseudonyms, which had been used, with the target vehicle. The
IBA finds out the pseudonyms that the target had used, and the target vehicle
may be tracked if it no longer exchanges the pseudonyms from the IBA when
it is out of side the group-regions. The IBA may share this information with
the GPA: which pseudonyms the target will use when it is outside the group-
regions and which pseudonyms the target used before entering the group-regions.
The GPA can link the locations of vehicle by eavesdropping safety messages
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signed by these pseudonyms. However, it can be easy to resist if the target vehi-
cle exchanges pseudonyms with one or more vehicles. The adversary cannot
precisely link the pseudonyms to the target. As we know, the more vehicles it
exchanges with, the lower the risk, but the higher the overhead. Additionally,
with the help of neighboring group members and the group leader, the compro-
mised group members would soon be accused. By then, the adversary would be
expelled from the system.

In internal tricking adversary (ITA), the adversary will tautologically use its
pseudonyms that have been exchanged with others and repeatedly perform the
PSEUDONYMS_EXCHANGE protocol. The victim vehicles receive overused
pseudonyms and exchange with others. The number of victims depends on the
vehicles’ number of exchanges with the ITA. For this adversary, with the help
of dual-signature and signed record SigR, the RA can detect these adversaries
through SigR, which is unchanged by the adversary because of encryption with
the RA public key (as shown in the PSEUDONYMS_EXCHANGE protocol
in Section 8.3.4.3). When the vehicles detect these adversaries, they report to
the RA. The adversaries are put on a blacklist and charged with responsibility
later.

8.4.2 Entropy-optimal pseudonym exchange

The meetings of vehicles are underlying opportunities for vehicles to enhance
their location privacy. However, there are potential threats from internal IBA
and ITA attacks, by which the pseudonym information of a legitimate vehi-
cle may be copied and leaked out. Therefore, it is not always beneficial for
a vehicle to exchange its pseudonyms with others. In this chapter, we define
pseudonym entropy to measure the strength of location privacy protection for
vehicles. Consider a road intersection where a collection of vehicles, denoted by
V ={v1,vs,...,vk}, will exchange pseudonyms with each other. Let p; represent
the successful tracking probability of vehicle v; after pseudonym exchanges. The
pseudonym entropy for v; is presented by

H,, = —log, p;. (8.1)

The pseudonym entropy for the collection V' is given by

K
Hy == pilog, p. (8.2)
i=1

Clearly, the successful tracking probability p; depends on the number of internal
adversaries (IBA or ITA) inside the collection V. Suppose there are a total of N
vehicles in the VSN of interest, and B of them are internal adversaries, denoted
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by collection V4. The probability that v; happens to select v;, which is an internal
adversary for pseudonym exchange, is derived by

priv v} =3 Dbsi) B 8.3)
e i=1 (K 1) K-1 N-1 '

By pseudonym exchange, the increase of v;’s pseudonym entropy is given by

Nl)

Ahz Nll

log, (K —1i). (8.4)
K 1)

After the kth pseudonym exchange, the pseudonym entropy of v; is repre-
sented by

O VIGV]A7

Hy, (k) = {HV (k—1)+Ah, v;¢ V4. @5

Following Equation 8.5, each vehicle will evaluate the benefit and the risk in
pseudonym exchange. For vehicles that already have high pseudonym entropy,
they tend to skip the pseudonym exchange; while for vehicles of low pseudonym
entropy, they expect to take the opportunity to enhance their location privacy.
More concretely, a vehicle is willing to exchange pseudonyms if the possible
increase of its pseudonym entropy is sufficiently large, that is,

PI'{Vj € V[A}HV‘. (k— 1)

Ah >
1 —PI'{Vj S V[A}

(8.6)

To facilitate the decision-making of pseudonym exchange among vehicles,
we elaborately devise the following negotiation procedure.

B Sending Pseudonym Exchange Request. Vehicles will broadcast pseudo-
nym exchange requests periodically and, meanwhile, listen to other vehi-
cles’ requests. Given a number of vehicles at a road intersection, the nego-
tiation takes several rounds.

B FEvaluating Pseudonym Exchanging Benefit. In each round of negotia-
tion, the vehicle will first observe the number of candidate vehicles for
exchange and then evaluate the benefit using Equation 8.6. If the condi-
tion of (8.6) is satisfied, it will send out a pseudonym exchange confirma-
tion message; otherwise, it will broadcast a pseudonym exchange ending
message to indicate it will skip the opportunity.

B Observing Pseudonym Exchanging Candidates. A vehicle observes
the pseudonym exchanging candidates by listening to the pseudonym
exchange requests and confirmation/ending messages of its neighboring
vehicles. Initially, all vehicles are treated as candidates.



Social Features for Location Privacy Enhancement in Internet of Vehicles B 195

B Selecting Pseudonym Exchanging Candidates. After receiving the con-
firmation messages of all candidates, each vehicle will randomly select
one of the candidates for exchange. If a vehicle is selected by multiple
vehicles, it has the right to choose one from them. Then, the two vehi-
cles send their exchanging public keys and associated certificates to each
other. During the procedure of pseudonym exchange, vehicles are paired
to exchange pseudonyms.

When there are an odd number of vehicles, the unpaired vehicle may
randomly select a paired vehicle for pseudonym exchange. In this case,
the selected vehicle will sequentially exchange pseudonyms twice. Alter-
natively, the unpaired vehicle may skip the current exchange procedure
until meeting other vehicles. As observed in Section 8.3.2, each vehi-
cle in the MixGroup region has enough chances to meet and exchange
pseudonyms with others. Even if a vehicle leaves a MixGroup region
without exchanging pseudonyms with others, the adversary cannot iden-
tify whether the vehicle has exchanged with others. Therefore, the vehicle
can also protect its privacy in this case.

8.5 Performance Evaluation

In this section, we study the performance of a proposed MixGroup scheme using
a self-developed network simulator based on NS-3 [32] and SUMO [33]. We use
synthetic vehicle traces and road maps to simulate different traffic conditions and
group-region coverage ratios. Specifically, we consider a city region of 20 km?.
We investigate different traffic conditions: 500 vehicles for low traffic load, 1000
vehicles for medium traffic load, and 1500 vehicles for high traffic load. RSUs
are placed at road intersections evenly with different density: 0.5 /km? for sparse
deployment, 1/km? for medium deployment, and 2/km? for dense deployment.
The radio coverage radius of RSUs and OBUs is set to be 500 m, which is a
typical range of the IEEE 802.11p WAVE protocol. It is noteworthy that, by
integrating group signature and pseudonym changing, the proposed scheme is
operated in a distributed way. This means that, even if the city road map has a
larger size, the proposed scheme still works efficiently when we deploy more
MixGroup regions. Table 8.2 shows the simulation parameters, most of which
are common settings in existing work [24].

8.5.1 Global pseudonym entropy of VSN

Figure 8.8 shows the global pseudonym entropy of the VSN. For comparison,
we set the launch time of the MixGroup at time 0, while the global pseudonym
entropy is reset to 0. We know from Figure 8.8a that the global pseudonym
entropy increases rapidly as vehicles start to exchange their pseudonyms within



196 W Security and Privacy in Internet of Things (IoTs)

Table 8.2 Parameter setting in the simulation

Parameter Setting
Safety distance 10m
Node density [10, 160] vehicles/street
Node speed [25,70] km/h
Meeting frequency [10, 30] times/h
Region 10 x 10 uniform street grid, 0.5 km

street separation, 40 intersections,
two-lane one-way street or two-lane
two-way street, 3 m lane separation

the group-regions. More importantly, we find that the traffic conditions have a
significant impact on the increasing rate of the global pseudonym entropy. This
fact is easy to understand. The more vehicles on the roads, the more opportuni-
ties for pseudonym exchange. In the case of medium traffic conditions of a total
of 1000 vehicles, the global pseudonym entropy is 35% larger than that in low
traffic conditions of 500 vehicles. In the case of high traffic conditions of 1500
vehicles, the global pseudonym entropy is only 10% larger than that in medium
traffic. This is due to the increasing traffic load; the traffic congestion will slow
down the frequency of pseudonym exchanges among vehicles.

In Figure 8.8b, different tracking attack strengths are considered. In the sim-
ulation, we suppose that all adversary vehicles are of the four types of attacks:
GPA, RPA, ITA, and IBA. Regarding the high traffic conditions, the cases of
10, 30, and 50 adversary vehicles are investigated as weak, medium, and strong
attacks, respectively. We can see that the global pseudonym entropy under differ-
ent attack strengths initially have the same increasing rate, but finally converge to
different values. The global pseudonym entropy under weak attack is more than
twice that under strong attack.

The global pseudonym entropy under different group-region coverages is
reported in Figure 8.8c. The ratio of group-region coverage is set according to
RSU density. For example, 50%, 30%, and 15% coverage of group-region are
set to dense, medium, and sparse RSU deployment, respectively. We can observe
from the figure that, in a large group-region coverage, vehicles tend to meet each
other more frequently and, therefore, the resulting global pseudonym entropy is
clearly larger than that in a small group-region coverage.

8.5.2 Pseudonym entropy of target vehicle

The second simulation is carried out to evaluate the pseudonym entropy of a spe-
cific target vehicle. Both the expected and actual pseudonym entropy are inves-
tigated. We select a vehicle of active social activity and track the variation of
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Figure 8.8: Global pseudonym entropy of the entire VSN under (a) different traffic

conditions, (b) different attack strengths, and (c) different city region sizes.
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its pseudonym entropy. The pseudonym entropy is reset to O at the beginning
of the simulation. After that, the vehicle enters group-regions for pseudonym
exchange. Figure 8.9a shows that the vehicle will meet more vehicles and its
pseudonym entropy is improved faster in heavy traffic conditions. There is a gap
between the actual pseudonym entropy and the expected pseudonym entropy.
The reason is that the presence of an adversary poses a potential risk to the
vehicle. Especially for the ITA and IBA, if the target vehicle happens to choose
an ITA or IBA for pseudonym exchange, its location privacy will be violated
as the pseudonym entropy is reset to 0. We also know from Figure 8.9b that
both the expected and actual pseudonym entropy of the target vehicle decrease
rapidly with the increase in attack strength. In addition, the denser the group-
region coverage, the larger the pseudonym entropy of the vehicle, as shown in
Figure 8.9c.

8.5.3 Comparison with existing schemes

We also compare our proposed MixGroup with two existing location privacy pro-
tection schemes: Mix-zone and PCSS. Mix-zone [11] is a well-known scheme for
preserving vehicle location privacy. PCSS [19], referring to pseudonym chang-
ing at social spots, is an efficient scheme that exploits the social feature of vehi-
cles and performs pseudonym changing at social spots (actually mentioned as
global social spots in this chapter). In the simulation, two types of RSU cover-
age density are considered, which accordingly have dense and sparse coverage
of Mix-zone/group-region.

In Figure 8.10, the global pseudonym entropies of the VSN in the three
schemes are compared. We observe that, in dense coverage, the global
pseudonym entropy in MixGroup is about 56% and five times higher than
that in PCSS and Mix-zone, respectively. While in sparse coverage, the global
pseudonym entropy in MixGroup is approximately 28% and four times higher
than that in PCSS and Mix-zone, respectively. In Figure 8.11, the actual
pseudonym entropy of a target vehicle is investigated. As the figure has shown,
in dense coverage, the actual pseudonym entropy in MixGroup is 47% and 96%
higher than that in PCSS and Mix-zone, respectively. In sparse coverage, the
actual pseudonym entropy in MixGroup is 29% and 3.8 times higher than that in
PCSS and Mix-zone, respectively.

From the above results, we know that MixGroup significantly outperforms
the other two schemes. The advantage of MixGroup over the other two schemes
remains remarkable in the case of sparse coverage. In low traffic situations, few
vehicles appear at road intersections concurrently. However, MixGroup has the
natural ability to accumulatively exploit the vehicle meeting opportunities. The
number of aggregated meeting vehicles stays at a moderate level, even in low
traffic conditions. As a consequence, MixGroup still has satisfying performance
in low traffic conditions.
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Figure 8.9: Expected and actual pseudonym entropy of a target vehicle under (a)
different traffic conditions, (b) different attack strengths, and (c) different group-

region coverage.
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8.6 Conclusion

In this paper, we exploit the mobility social features of vehicular traces and
then propose a new location privacy protection scheme call MixGroup in the
IoV. MixGroup integrates the mechanism of group signature and constructs
an extended pseudonym-changing region. The pseudonym entropy of vehi-
cles is consecutively increased by accumulatively exchanging pseudonyms in
the MixGroup region. As a consequence, the location privacy is substantially
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enhanced. Moreover, we propose the entropy-optimal negotiation procedure to
facilitate local pseudonym exchange among vehicles. Simulation results indicate
that MixGroup works very well even under low traffic conditions. Meanwhile,
through comparison, MixGroup is shown to significantly outperform existing
schemes.
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Abstract. With the development and deployment of the Internet of Things (IoT),
some key personal applications attract more and more attention, for example,
wireless body sensor networks and participatory sensing. In those personal IoT
applications, privacy issues have been envisioned as being of paramount impor-
tance. Currently, although many schemes have been proposed for guaranteeing
personal privacy, the overall performance and robustness of the schemes may not
be thoroughly tackled. In this chapter, we explore current privacy problems in key
personal IoT applications such as wireless body sensor networks and participa-
tory sensing. We especially propose some feasible schemes that are lightweight
and robust.

Keywords: lightweight; robust; privacy; WBSN; participatory sensing



Mobile WBSN and Participatory Sensing B 207

9.1 Introduction

As IoT technologies develop, applications of the IoT start to attract more and
more attention, not only from industry but also from the world of personal
computing. With the development and popularity of smartphones, smartphone-
oriented IoT applications become realities for each person. For example, wear-
able devices such as smart watches and smart wristbands that are equipped with
multiple sensors can connect and upload sensing data to a smartphone. The
smartphone itself is equipped with sensors that can also generate sensing data,
and upload the data to a central server.

In this chapter, we concentrate on two typical key applications in the per-
sonal IoT—the mobile wireless body sensor network (WBSN) and participa-
tory sensing. Mobile WBSN comprises multiple sensor nodes that are implanted
(or attached) into (or on) a human body to monitor health or EEG physiolog-
ical indicators, such as electrocardiogram (ECG electroencephalography), glu-
cose, toxins, blood pressure, and so on [1-7]. Those data usually need to be
uploaded to a central database (e.g., a cloud computing server) instantly so
that doctors or nurses can remotely access them for real-time diagnosis and
emergency response. As most persons possess a smartphone and customized
applications can be installed on it, it is convenient and economical to use a
smartphone as a gateway between WBSN and cloud servers. Anytime, any-
where uploading of health data can thus be achieved simply by the use of smart-
phones. Figure 9.1 illustrates the typical and basic scenario in WBSN-Cloud IoT
applications.

As health data are highly critical for personal privacy and relevant regu-
lations such as HIPAA [8] must be conformed to, the uploaded data need to
be encrypted. The privacy of the communication link between smartphones
and cloud servers can be protected by underlying media access control (MAC)

@,_

Back-end cloud

Smartphone

Figure 9.1: Smartphone performances as a gateway in the WBSN-cloud paradigm.
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protocols. For example, IEEE 802.11 in WLAN, IEEE 802.15.4 [9] in WPAN,
or WCDMA in 3G, so adversaries who seek out the communication links are
defended against. However, as cloud servers are always assumed untrustworthy,
extra data encryption for defending against malicious cloud servers is required.
A straightforward method is to encrypt uploaded data with off-the-shelf meth-
ods such as block ciphers; for example, AES or KASUMI [10]. However, this
may not be suitable and applicable in smartphones, because smartphones usually
have energy constraints. Moreover, smartphones may be misused, lost, stolen, or
hacked by attackers; thus privacy protection itself should be robust. Therefore,
it is a critical challenge to design a lightweight and robust method to protect
privacy.

Together with mobile WBSN, participatory sensing also invokes a large num-
ber of new personal IoT applications such as environmental monitoring, trans-
portation management, and personal entertainment. For example, participants
report real-time surrounding traffic to help others avoid jams in transporta-
tion systems; volunteers report parking vacancies to help others shorten park-
ing search time. In participatory sensing, participants (usually those that have
volunteered to gather information) report their sensory data on their surround-
ings via their smartphones. Those reported data are uploaded into central
servers (e.g., cloud servers), and central servers share the data with users after
data processing.

To obtain sufficient uploaded sensory data and accumulate more shared data,
random volunteers may be encouraged to attend or enroll in participatory sensing
as data contributors. Thus, the data are very likely uploaded by random atten-
ders who may be potential attackers or malicious contributors. In this situation,
participatory sensing poses several key security problems: (1) The trustworthi-
ness of uploaded data should be evaluated. As participants are usually selected
from a random set of volunteers, the data contributed by them may be incorrect
due to mistakes, or due to malicious intent. (2) The privacy of data contributors
should be protected. The data uploaded from participants should not divulge their
personal private data, such as location information, user trajectory, and location
dynamics over time. (3) The robustness of the overall defense system to solve the
above security problems should be guaranteed. As participants could be random
volunteers who may be malicious or not, the security scheme should thus defend
against those internal attackers.

In this chapter, we explore privacy protection problems in two typical key
applications in the personal loT—mobile WBSN and participatory sensing. Spe-
cific research problems are pointed out and expressed in formal terms. Some
lightweight and robust schemes are proposed and evaluated.

The rest of the chapter is organized as follows. Section 9.2 discusses
lightweight and robust schemes for privacy protection in WBSN. In Section 9.3,
we discuss a lightweight and robust scheme for privacy protection in participa-
tory sensing. Finally, Section 9.4 concludes the chapter.
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9.2 Lightweight and Robust Schemes for Protecting
Privacy in Mobile WBSN

9.2.1 Related work

A large number of research studies have been conducted on wireless sensor
networks but not on lightweight or energy-efficient network architecture in
the eHealth domain [13]. Several studies concentrated on key management in
WBSN [11]. Venkatasubramanian et al. [19] proposed a physiological signal-
based key management scheme in WBSN. Law et al. [10] evaluated lightweight
ciphers for wireless sensor networks. For other security problems such as security
architecture, privacy, and emergency response, identity-based cryptography for
WBSN was proposed [12, 14, 16-18]. Lin et al. [15] proposed a strong privacy-
preserving scheme called SAGE against global eavesdropping for eHealth sys-
tems, but it relies extensively on bilinear pairing that confronts difficulties to be
applied in energy constraint devices. The application of smartphones in eHealth
has started to attract more and more attention [20]. Kotz et al. [21] proposed
a privacy framework for ubiquitous eHealth. They pointed out several privacy
policies required for the building of a privacy framework.

9.2.2 Problem formulation
92.2.1 Network model

The following related entities exist in typical mobile WBSN scenarios:

(1) Mobile Gateway (denoted as MG). This is usually a mobile smartphone
with Internet connection. It uploads monitoring data that are collected
from WBSN to cloud servers. Although it can conveniently upload body-
sensing data instantly, it imposes energy constraints.

(2) Cloud servers (denoted as BC). This is a back-end storage server with a
very large capacity via virtualization of storage resources.

(3) WBSN. This consists of body sensors that may be implanted, attached, or
wearable. The sink node in WBSN periodically uploads data into MG via
a secure channel.

(4) Accessor (denoted as M.A). This could be the mobile devices held by
doctors, nurses, or guardians. They can usually access the data at BC in a
pervasive manner.

9.2.2.2 Trust model and security requirement

MG is assumed to be trustworthy. Indeed, it is a minimal trust assumption and
the defending scheme conducted at M.
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The communication between MG and BC is untrustworthy. As the link pri-
vacy between them is already provided by protocols at the MAC layer or the
link layer, such as IEEE 802.11 or 3GPP, the adversaries on the link can thus be
ignored. Similarly, the link privacy between WBSN and MG can also be pro-
tected by a MAC layer protocol such as IEEE 802.15.4.

BC is untrustworthy. It has an interest in user privacy, but it performs prop-
erly according to certain protocols, such as the service-level agreement to store
uploaded data. Thus, the major concern in this chapter is the privacy protection
of data uploaded to the untrustworthy BC.

The security requirement is that the data transferred from MG to BC should
not be recovered by adversaries at 5C.

9.2.3 Proposed schemes

In this section, we investigate two schemes called OTM and OTP.
We list all major notations used in the remainder of the chapter in Table 9.1.

9.2.3.1 One-time mask (OTM) scheme

Intuitively, a straightforward method is to use an encryption algorithm, for exam-
ple AES. However, this method induces a remarkable computation overhead
invoked by the encryption algorithm, as energy consumption each time is large
and the number of encryptions is also large. The frequency (or interval) of sens-
ing data uploads is determined by medical requirements; thus, the only factor
remaining to trade off is to reduce the power consumption for of a single encryp-
tion operation.

The most lightweight operation in encryption algorithms is exclusive-or
(XOR), but naively using XOR encryption is not acceptable. Moreover, the
encrypted key cannot be used more than once. We thus propose a one-time XOR-
based encryption. Before describing the scheme, we firstly analyze the character-
istics of M@ and the properties of uploaded data that can be tackled. We observe
the following characteristics of MG, to facilitate energy efficiency:

Table 9.1 Major notations

n  Number of sensors in WBSN

N; Sensori,wherei=1,...,n

D; Sensing data from sensor i

M; Median value of data D; from sensor i

0; Offset value (related to M;) of data D; from sensor i

R; The upper bound of offset |O;| in terms of absolute value
K; Mask value of data D; for O; from sensor i

O! Masked offset value (related to M) of data D; from sensor i
f  Frequency of upload from MG to BC
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(1) OBy: MG has energy constraints. Its energy consumption comes from
three sources communication, computation, and storage. Of these, the largest
proportion is usually used by communication. Thus, the length of communication
messages should be as short as possible. Usually, after symmetric encryption, the
ciphertext has the same length as the plaintext. Thus, the message length is at
least as long as the original data. XOR-based encryption consumes less energy
than symmetric methods of encryption such as AES.

In addition, we observe the following properties in uploaded data:

(2) OB;: The total number of sensing nodes (denoted as n) for a single user
(namely, one MQ) is usually not very many, for example, n < 16. The reason
is that the number of required monitoring signals is limited, for example, elec-
trocardiogram, electroencephalography, glucose, protein, toxins, and blood pres-
sure, to name a few. Thus, the number of pieces of source data in each upload
interval is usually not very high.

(3) OB3: The uploaded data always fall within a short range, because the sens-
ing data on the physiology of a person rarely varies with an extremely abnormal
deviation. That is, the range of data D; (i € [1,n]) is [M; — R;,M; + R;], where M;
is the median (normal or average) value of sensing results and R; is the maximal
absolute offset, namely, R; = max(|D; — M;|).

Here we assume Dy,D,,...,D, are positive integers. If D; is negative, it can
be made positive by attaching a sign mark; for example, s; = 0,1 for a negative
and a positive sign, respectively. If D; is a noninteger it can be changed into an
integer by multiplying by 107, where p; is the distance of the decimal point from
the rightmost position. For example, D; = 34.4 can be denoted as 344,1, 1, and
D;=—-34.41is3441,0.

(4) OB4: The data may repeat on most occasions, or at least the median value
may persist or recur most times. The reason is similar to that in OBs.

Due to the above observations, we propose a One-Time Mask scheme (OTM),
which is much securer than a naive XOR scheme (we will prove its security
later), and consumes much less energy in communications. It only relies on the
XOR operation for energy efficiency of encryption. The OTM scheme includes
functions as follows:

9.2.3.1.1 Basic settings

According to the aforementioned OB2, suppose there exist n sensors in WBSN,
denoted by N;(i = 1,...,n). The value of n usually is smaller than 16. Each sen-
sor uploads data to MG at each interval. Data from node N; is denoted as D;.
According to OB3, D; is always in the range [M; — R;,M; + R;], where M; is the
median (or expectation) value of the sensing data, and R; is the maximal abso-
lute offset. That is, O; <= D; —M; (i = 1,...,n), where O; is the offset value,
R; = max(|0;|). The interval for each upload time is / s. The number of upload
times is thus 7 = 60/1 in 1 m.
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MVT
sn | My | My | ---| M,
0001 | 23 8 ---1 120
0019 | 20 6 ---1 122
RVT
sn Ry Ry | --- | R,
0001 6 3 --- 24
0019 5 4 --- 23
KVT
sn | K | K | ---] K,
0001 3 2 --- 22
0002 2 1 --- 18

Figure 9.2: MVT,RVT,KVT at MG. Only the first two tuples are illustrated.

9.2.3.1.2 Basic data structure

According to OB3, MG creates a median value table for all sensing data called
MVT. MVT = (sn,M,M;,....M,), where sn is a unique sequence number.
MG also creates a range value table for all sensing data called RVT. RVT =
(sn,R1,R,,...,R,), where sn is a unique sequence number.

To facilitate the encryption, M@ creates a mask value table for sensing data
called KVT.KVT = (sn,K;,K,,...,K,), where sn is a unique sequence number,
and K; (i =1,...,n) is a mask value for sensing data D;. Note that a tuple may
only be appended to MVT and RVT upon adjustment of M; and R;, but a tuple
is appended to KVT for each piece of uploaded data. Figure 9.2 illustrates the
major data structures MVT,RVT,and KVT.

9.2.3.1.3 Data encryption and data upload

(3.1) Upon receipt of a piece of sensing data, MG generates a random number
in {0,1}x=X5Mon Rl denoted as {K1||Kz]| ... ||Kn}-

(3.2) D; is encrypted with K; as follows: O} = |0;| ®K;(i = 1,...,n), where |- |
is an operator for returning corresponding absolute values.

(3.3) MG stores (sn,My,...,M,) to MVT and stores (sn,K,...,K,) to KVT.
(3.4) Encryption is computed as follows:
D' < {8(01)]|01[[S(02)[| 03] - - 1S(0) (|05},
where S(0;) =1if 0; > 0, or S(0;) =0if O; < 0.
(3.5) MG uploads the encryption result to BC. MG — BC : {D'}.
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9.2.3.1.4 MA access

(4.1) If An M.A wishes to access the uploaded data, it will be securely provided
segments of MVT,RVT, and KVT by MG that cover the data of interest.

(4.2) M;,K;(i=1,-,n) is retrieved from MV T and KVT via sn, respectively.
(4.3) D' is decrypted via

{S(01)|01 ®Ki|S(02)[|03 ® Kil| ... [S(0,) |0, ® K}
(4.4) The data is recovered via D; <= M;+O; (i=1,...,n).

9.2.3.1.5 Security and performance analysis for OTM

We present a formal analysis in the following propositions.

Definition 9.1 Computational data privacy (CDP). We say that scheme S protects
CDP if any polynomial time Turing machine (PTTM) at BC can reveal D from D’
with only a negligible probability neg/(n) (n is a security parameter). That is,

CDPS =I1(D;D') = H(D)— H(D|D') < negl(n),

where (-;-) is an mutual information; H () is an entropy function; negl(n) is a neg-
ligible function.

Proposition 9.1
IfMVT,RVT,and KVT are securely possessed, the OTM scheme can guarantee the
privacy of any uploaded data. Stated formally, CDP"™ < neg/(g:fz1 log, M + Lk).

Proof.

CDP™ =1(D;D')=H(D)—H(D|D)

IZ(H(DI')_H(DI"DI/'))
= (H(D;)— H(Di|M; + (K; ® 0)) +$(0)))

< negI(Z(logzM,- +log, Ki))
i=1

< negl(ZlogzM,- +Lg)
i=1

Indeed, D’ is a piece of unstructured data without knowledge of RV T, which
further decreases the probability of a correct guess.
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Definition 9.2  Energy efficiency of communication (EEC) in scheme S (denoted
as EECS): EEC® =1 —Ratio, where Ratio; is measured by defined as the communi-
cation length in scheme S divided by the communication length in naive XOR-based
scheme.

Proposition 9.2
oM __ 1 nt3i[logyRi]
EECT =1 = o o, +Fo

Proof. As the energy constraints are only present in MG, we thus concentrate
only on the energy consumption in the sending operation at MG. Suppose that
the energy consumption of communications is proportional to the length of the
message. Hence, message length is critical in analysis.

The length of the original sensing datais Y ., [log, D;]) = > 1, [log, (M; +
R;)]. The length of the uploaded data in the OTM scheme is

n

Y (1+logyRi]) =n+ [log,Ri],

i=1 i=1
where 1 is a bit for the sign mark. Thus,
n+ Z?:1 [log, R;]
> iy [logy(M;+R;)]

We further analyze the approximate value of ££C°™. Suppose y = R;/M;,
which is a value depicting the data division and for the convenience of the
approximation.

EECM™ =1~

Proposition 9.3
IfRi=yM; and 0.05 <y <0.3,£EC"™ ~ 2/ (130 | M;)

Proof. By simple mathematical transformation,

n+>."  [log,R;]
> iy [logy (Mi+R;)]
_ont i logy vM;
>y logy (1+7)M;
n+nlogyy+ 371 | M;
nlogy(1+7)+ i M

geC™ =1

i . 1+log, y+AVGy
Let AVGy = > ., M;/n. The above equation equals 1 — =
=2 Mi/ q q log,(1+7)+AVGy
log, %y

. It approximates to (log,(1/y+ 1) —1)/AVGy. For exam-

log,(147)+AVGy
ple suppose 0.05 < y < 0.3, thus log,(1 + y) is constantly increasing at
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[0.07,0.38] and log, 12% is constantly decreasing at [3.39,1.12]. Supposing that
AV Gy >> 2, the final result is roughly 2/(1 3™ | M;), as desired.

Definition 9.3  Energy efficiency of computation (EEP) in scheme S (denoted as
EEPS): EEPS = 1—Ratio,, where Ratio, is defined as the computation cost in secu-
rity scheme S divided by the communication length in a naive scheme.

Proposition 9.4
n
cepom _q_ T > im1[10g) Ri

> i1 [logy (Mi + Ri) ]

Proof. As the OTM and the naive scheme both rely on the XOR operation, the
energy consumption of computation is related to the length of the plaintext. Sim-
ilarly to Proposition 2, energy consumption of the computations is proportional
to the length of the plaintext. It is, indeed, the same as the length of the message
being sent. The length of the original sensing data is

2[1082D1 Zﬂ(’gz Mi+R;)]

The length of uploaded data in the OTM scheme is

n

n
> (1+[log,Ri]) =n+> [log,Ri].
i=1 i=1

oM _ ¢ nt+> [log, Ri]
Thus, EEP™ =1 = s How, it 7
Definition 9.4  Extra storage induced by scheme S (denoted as £S°). This is the
additional storage induced by scheme S compared to the naive scheme.

Proposition 9.5
ES™ is trivial.

9.2.3.2 One-time permutation (OTP) scheme

In the OTM scheme, the energy consumption for communication and computa-
tion is much less than that of the naive XOR-based scheme (and, of course, also
much less than a straightforward scheme such as encryption by AES). To further
decrease energy consumption, we propose the use of permutation to replace XOR
encryption, called One-Time Permutation (OTP). This can significantly decrease
energy consumption due to the avoidance of XOR computation, but still maintain
security (which will be justified later and related to OB3).

The intuition of OTP is that the encryption secrecy relies on permutation
styles instead of keys. The permutation style determines the arrangement of O;
in the uploaded data. The detailed design is as follows:
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(1) Basic settings: These are the same as OTM.

(2) Basic data structure: MVT and RVT are required, but KVT is replaced
by PVT. That is, to facilitate the permutation, MG stores a permutation
value table for sensing data, called PVT. PVT = (sn,P,,P,,...,P,), where
sn is a unique sequence number, and P, (i = 1,...,n,P; € [1,...,n]) is the
position of sensing data D; in n positions. Figure 9.3 illustrates major data
structures MVT . RVT , PVT.

(3) Data encryption and data upload:

(3.1) Upon receipt of sensing data, MG generates a random permutation
in n, denoted as {P||Ps||...||P.},P € [1,n],i € Z,i € [1,n],Vi,j €
[1,n],P; # P;.

(3.2) MG stores (sn,My,...,M,) to MVT. MG stores (sn,Py,...,P,) to
PVT.

(3.3) Upload results are computed as follows:

D’ <= {S(0r,)[| O, [S(Op,) O8] - .. IS(Op,)

OP,, }a
where S(0;) = 1if 0; > 0, or S(0;) = 0if O; < 0.
(3.4) MG uploads the encryption results to BC. MG — BC : {D'}.
(4) MA access:

(4.1) If M A wishes to access the uploaded data, it will be securely pro-
vided segments of MVT, RV T, and PVT by MG that cover the data

of interest.
4.2) M;,P(i = 1,-,n) is retrieved from MVT and PVT via sn,
respectively.
MVT
sn M, M, | --- | M,
0001 | 23 8 | --- | 120
0019 | 20 6 | ---| 122
RVT
sn R, Ry [ --- R,
0001 | 6 3 [--- | 24
0019 | 5 4 |--- | 23
PVT
sn P, Py | --- P,
0001 | 4 2 | ---
0002 | 2 5 [ ---1] 9

Figure 9.3: MVT,RVT,PVT at MG. Only the first two tuples are illustrated.
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(4.3) D' is rearranged to

{S(0V)[10:[1S(02)[|02]|- . [|S(On) [ On}-

(4.4) Datais recoveredviaD; =M;+0; (i=1,...,n).

9.2.3.2.1 Security and performance analysis for OTP

Proposition 9.6
If MVT, RVT, and PVT are securely possessed, the OTP scheme can guarantee
the privacy of uploaded data. Stated formally, CDP™ < negl(3>""_, (log, M;) +

log, (n!)).

Proof. As MVT, PVT are securely possessed, adversaries have to correctly guess
P, for O;and M; (i =1,...,n) to reveal a piece of uploaded data. As M, is securely
possessed, the probability of correctly guessing M;, (i = 1,...,n) is negligible in
Z?:1 log, M;. Next, consider the possibility of a correct guess for F;. The proba-
bility of recovering D; in one interval is 1 /n. The probability of recovering all D;s
in one interval is 1/n!. Therefore, CDP’™" < negl(3_}_, (log, M;) +log,(n!)).
Similarly, D’ is a piece of unstructured data without knowledge of RV T, which
further decreases the probability a correct guess.

Proposition 9.7
gchTP —1— n-+ er'lZI DOgZRi] )
>oii1[logy(Mi+R;)]

Proof. This is the same as EEC*™.

Proposition 9.8
EEPUTP < EEPO™.

Proof. As OTP avoids the XOR operation, the energy consumption of the com-
putation only occurs during the one-time permutation generation. It generates n
numbers in [1,n] for each upload tuple. The energy consumption of the com-
putation in OTM has two sources: One stems from XOR encryption, which is
proportional to the length of the plaintext. The other stems from one-time key
generation. Thus, the conclusion is justified.

Even only comparing the performance of random number generation, in
OTM n numbers in [1,R;] are generated for each upload tuple. In OTP, n numbers
in [1,n] are generated for each upload tuple. Based on OB2 and OB3, we have
n < 16. Thus, n*xn is much likely less than Z;’R,-. This again justifies the
conclusion.
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Table 9.2 Performance comparisons between OTM and

oTP

Overhead OoT™M oTP
.. oM _ ¢ _nt+> 7 [log, Ri] _

Communication EEC™ " =1 —Z% “f,’glzf fVL- +11§,-1ﬂ =0TM
. oM __ 1 nt> L [logR;

Computation EEPT =1 S fio éz T < oTM

Storage ES™™ is trivial <OTM

Proposition 9.9

SSDTP < 580TM.

Proof. As storage costs for MVT and RVT are the same, thus our concentration
falls on the comparison between PVT in OTP and KVT in OTM. The length of
one tuple (row) in table PVT is Len(sn) + ._, log, P;. Based on the observation
OB2 (n < 16), Len(sn) + >+ log, P; < Len(sn) +nxlog, 16 = Len(sn) 4+ n*4.
The length of one tuple in table KVT is Len(sn) + > ;. ,log,K; = Len(sn) +
S-i,log,R; > Len(sn)+ n 4, as usually on average 13"  log,R; is greater
than 4.

More specifically, as the total number of tuples in PVT is 60¢/I, the total
volume of storage for PV T is less than ((60¢) /1) * (Len(sn)+16x4), (letn=16).
If t = 60 %24 %30 x 12 = 518400, (namely, 1 year), and I = 5s, we have 60¢/I <
7% 10°, which is the total number of tuples for 1 year. Hence, Len(sn) < 23.
Finally, the total volume of storage for PV T is less than 7 x 10®x (23 +64) /8bit <
0.08GB. In other words, the total volume of PVT for 1 year’s data is less then
0.08GB, which is trivial in MG.

9.2.3.3 Comparison and numerical results

Due to the above analysis, we list the comparisons between OTM and OTP in
Table 9.2 for better understanding of our design logic.

Next, we illustrate the performance of OTM in Figure 9.4. It depicts the
energy efficiency of communications of OTM. It justifies the approximation
in Proposition 3. As OTP costs much less than OTM in terms of communica-
tion, computation and storage, the graph also justifies the lightweight property
of OTP.

9.3 A Lightweight and Robust Scheme for Privacy
Protection in Participatory Sensing
9.3.1 Related work

The security in participatory sensing is attracting more and more attention
[22, 23, 2628, 30]. Boutsis et al. [24] proposed a scheme for preserving privacy
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EECO™ vs AVGy
18 T T T T T

EECO™ (9)

20 30 40 50 60 70 80

Figure 9.4: ££C™™ as a function of AVG)y and ¥ (see Proposition 3).

with a low overhead. Their scheme assumes that user data are generated and
stored locally on individual smartphone devices, instead of maintained in a cen-
tralized database. Groat et al. [29] proposed a privacy protection scheme for
multidimensional data that uses negative surveys. Kazemi et al. [32] proposed
a privacy-aware framework called PiRi, which enables participation by users
without compromising their privacy. Wang et al. [33] proposed an anonymous
sensory data collection approach designed particularly for mobile environments.
They think most previously proposed methods are not designed for mobile envi-
ronments and thus resource constraint has not been focused on in those solutions.
Huang et al. [31] proposed a reputation scheme that prevents the inadvertent
leakage of with data because of the inherent relationship private reputation. They
consider there exists a dilemma: privacy is often achieved by removing the links
between successive user contributions but, at the same time, such links are essen-
tial for establishing trust. Christin et al. [25] proposed a framework called Incog-
niSense to utilize periodic pseudonyms generated using a blind signature and,
which relies on reputation transfer between these pseudonyms. The current work
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on this topic cannot solve security goals such as data trustworthiness, reputation
evaluation, privacy protection, and robustness in one solution, and especially, in
a lightweight manner.

9.3.2 Problem formulation
9.3.2.1 Network model

There exist three major entities in participatory sensing: contributors, central
servers, and consumers. Contributors upload sensing data to central servers; cen-
tral servers manage the uploaded data, and prepare it for presentation to con-
sumers; consumers retrieve the data presented from central servers.

Contributors may be volunteers who are willing to install application soft-
wares in their smartphones for participatory sensing. Thus, contributors should
not be constrained by attending admission control processes in advance; for
example, registration. The real identities of contributors should be shielded for
the protection of personal privacy such as locations, location dynamics over time,
trajectory, and so on.

Central servers store the uploaded data from contributors. The data may
be cleaned, refined, reorganized, and finally provided to consumers as present-
ing data.

9.3.2.2 Attack model and design goals

We concentrate on adversaries targeting peers instead of channels, as channels
between contributors and central servers are protected by other inherent secu-
rity mechanisms (e.g., encryption and integrity protection) at link layers such as
IEEE802.11i, GPRS, or CDMA. As there exist three entities in the model and,
among them, consumers are not our concern; we focus on contributors and cen-
tral servers. The adversaries targeting contributors consist of two major types:
(1) Contributors who upload forged data to misinform central servers. Thus, this
kind of contributor should be detected and the forged data should be removed,
which is carried out at the central servers. (2) Contributors who may intention-
ally bypass or breach the proposed defense scheme. In other words, the proposed
scheme should defend against internal malicious contributors.

We assume the central servers may leak contributor privacy data such as loca-
tion, trajectory, behaviors, and habits. Thus, the actual identification of contribu-
tors should be hidden to central servers. The trajectory and other dynamics over
time should be concealed.

The design goals have three facets, as follows: confirming the trustworthiness
of uploaded data in the presence of possible malicious contributors; protecting
contributor privacy without admission control; maintaining the robustness of the
proposed defense system to impede those malicious contributors who intend to
subvert it. In next section, we propose a scheme called LibTip (lightweight and
robust for trustworthiness and privacy) for those design goals.
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9.3.3 Proposed scheme
9.3.3.1 Data trustworthiness

Definition 9.5 Uploaded data. These are the data sent from contributors to central
servers to report on surroundings.

Definition 9.6  Actual data on surroundings. These are the actual data correctly
reporting on surroundings.

Definition 9.7  Trusted contributors. These are contributors whose uploaded data
are accurate data on surroundings.

Definition 9.8  Bad-mouth contributors. These are contributors whose uploaded
data are inaccurate data on surroundings.

Definition 9.9 Bad-mouth attacks. Such attacks are launched by bad-mouth con-
tributors, whose uploaded data are inaccurate.

As the participatory sensing system may be “open”, anyone who installs the
application (e.g., APP) on a smartphone can upload data on to central servers.
The open system has no admission control, to promote more data uploads; it
cannot distinguish trusted contributors and bad-mouth contributors from any
prior information. Therefore, the task of distinguishing the data has to rely on
the observation of contributors at central servers after uploading by subsequent
information.

Definition 9.10  Central servers’ observations. These are a series of uploaded data
received by central servers and sent from contributors.

To distinguish between trusted contributors and bad-mouth contributors, a
reputation system has to be established at central servers. The central servers
evaluate contributors’ reputation according to their observations.

Definition 9.11  Contributor reputation. This is a value to evaluate the likelihood
of a contributor being a trusted contributor or a bad-mouth contributor. The value is
stored in a reputation system at central servers and calculated after central servers’
observations.

Definition 9.12  Reputation system. This is a series of calculating and managing
methods to establish and evaluate the contributor reputation of each contributor to
distinguish trusted and bad-mouth contributors.
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We can state a more general principle to clarify our motivations or the neces-
sary condition of the proposed scheme.

Proposition 9.10

An “open” system in which there exists no prior information (e.g., admission control
information) must rely on a reputation system to distinguish between trusted and
others.

Proof. Roughly speaking, as an open system has no prior information, trusted
contributors and others cannot be distinguished at admission stage. Distinguish-
ing them thus has to rely on the observations of their behaviors after admission.
To distinguish between trusted contributors and others, a distinguishing system
has to record and evaluate the observation, and make a judgment on the contri-
bution, which in the end forms a reputation system to make judgments.

To build a reputation system, “good behavior” and “bad behavior” should be
judged on each observation. The reputation system can thus evaluate the dynam-
ics of behaviors, usually metrics for reputation evaluation. Before “good behav-
ior” and “bad behavior” are defined, the criteria for judgment should be identified
first. The judgment may be based on intuition and inferring information.

Definition 9.13  Inferred actual surrounding data. These are an approximation of
actual surrounding data estimated by central servers, from the uploaded data by other
contributors at similar locations and timestamps.

Example Contributors named A, B, and C upload the data D,, Dj, and D,, at
similar locations (i.e., |L, — Ly| < 81, |L. — L4| < 61, where L,,Lp, L. are the
locations of A, B, and C, respectively; &, is a threshold value for distance) and
similar timestamps (i.e., |T, — T,| < &, |T. — T,| < 6,, where T,,T,, T, are the
upload timestamps of A, B, and C, respectively; &, is a threshold value for time).
The central servers will try to estimate contributor A’s actual surrounding data.
The inferred actual surrounding data is the function of D, and D.. That is to
say, D < Inf(Dy,D.), where D are inferred actual surrounding data; Inf is an
inference function, taking D, D, as input and outputting D.

Next, we propose detailed methods to deduce inferred actual surround-
ing data.

Suppose the uploaded data at similar locations (within ;) and similar time-
stamps (within &) are < D;,L;,T;,C; >, where D; are uploaded data; L; is a loca-
tion id; 7; is a timestamp; C; is a contributor id; i = 1,...,n. D < Inf(D;), where
D are inferred actual surrounding data, and Inf() is an inference function taking
as input D; and output D.

As policies are highly related to the types of uploaded data, we leave it as
an open context-aware component and propose five typical inference policies, as
follows:
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9.3.3.1.1 (Inf-policy-I) average

D = Avg(D;) = >_1_, D;, where Avg() is a standard function computing the
average value of input parameters D;. This policy may be used for all types of
uploaded data.

9.3.3.1.2 (Inf-policy-II) median
D = Med(D;), where Med(D;) is a standard function returning the median value

of input parameters D;. This policy may be used for all types of uploading
data.

9.3.3.1.3 (Inf-policy-III) distance average
(i) Suppose the inferred location of the inferred actual surrounding data is

L. The space Euclidean distance between L; and L is computed, denoting
them as SD;,i=1,...,n.

(i1) SD; is sorted from the largest to the smallest value; the two end values are
denoted as SDu,, and SDy,;,, respectively. The corresponding uploaded
data at these two locations (distances) are denoted as D,,;, and Dy,
respectively.

(iii)) The summation of total distance is computed as SDy,,, = Zle SD;.
(iv) The summation of total uploaded data is computed Dy, = Zle D;.

(v) The value of (H % SD gy + Dgum) /1 is computed.

This policy is suitable for uploaded data that degrade with distance, for example,
temperature or noise.

Proposition 9.11
Inf-Policy-11I is sound.

Proof. Let k be the degradation rate over distance. Suppose x is the inferred value
at L. We have
X —Dypin = k*SDmamx_Dmax = k*SDpin

ThUS, k = (Dmax - Dmin)/(SDmax - SDmin)~ AlSO, SDsum = Z,r'l:lSDiaDsum -
> Di. We have
nx — Dgym = k* SDgym-

That is, x = (k * SDgym + Dsum) /n. Further,

_ Dmax - Dmin

—\on  on Dsum Dsum .
(SDmax_SDmin *S * )/n
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9.3.3.1.4 (Inf-policy-IV) time average

Similarly, the procedures are as follows:

(i) Suppose the inferred time of inferred actual surrounding data is 7. The
time spans between 7; and 7' are computed, and denoted as 7' S;,i =1, ..., n.

(i) T'S; is sorted from the largest to the smallest vale; the, denoted two end
values are denoted as 7'S,,,y and TS, respectively. The corresponding
uploaded data at these two timestamps are denoted as D, and D4y,
respectively.

(iii) The summation of the total distance is computed as 7Sy, = Zle TS;.
(iv) The summation of the total uploaded data is computed as Dy, = Zle D;.

(v) The value of (M * T Ssum + Dsum) /1 is computed.

This policy is suitable for uploaded data that degrade with time, for example
volumes of traffic or crowds.

Proposition 9.12
Inf-Policy-1V is sound.

Proof. The proof is similar to Proposition 2.
(Inf-Policy-V) Reputation weighted average.

(i) Suppose R;,i = 1,...,n are the reputations of contributors who upload
D;,i = 1,...,n. The summation of all reputation values is computed as

Rom = 27:1 R;.
(ii) The weighting of each value is computed as w; <= R; /R .
(iii)) The value of D = 27:1 D; xw; is computed.

This policy may be used for all types of uploaded data. Also, R = Z?:1 R xw;
may be computed, which is the reputation of inferred actual surrounding data.
(We will state how to create the reputation system later.)

Next, we define “good upload” and “bad upload” behaviors.

Definition 9.14  Good (bad) uploading. The reputation system within the cen-
tral servers judges whether the uploaded data is good if and only if the distinction
between the uploaded data and the inferred actual surrounding data is within a thresh-
old value. The reputation system calls this upload from a contributor a “good upload.”
Otherwise, the reputation system calls upload a “bad upload.”

We next propose a typical judgment policy for “good upload” and “bad
upload” as follows:
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Definition 9.15  Threshold judgment. Suppose the uploaded data is U, and the
inferred actual surrounding data is D. This upload is a “good uploading”, if and only
if [U —D|/D > Th, where Th is a threshold value in system parameters. Otherwise,
this upload is a “bad uploading”.

Definition 9.16  Data trustworthiness of uploaded data. This is a value to eval-
uate the bias between uploaded data (denoted as U) sent from contributors and
actual surrounding data (denoted as A). It is defined as |U — A|/A. Actual surround-
ing data is approximated by inferred actual surrounding data at the central servers,
namely, A < D.

9.3.3.2 Reputation evaluation

Suppose the current contributor reputation is R. To evaluate contributor reputa-
tion dynamics, we propose following the evaluation policies:

9.3.3.2.1 (Eva-policy-I) threshold bias linear adjustment

A threshold judgment is used. If the bad upload occurs, R <= R — 1. Otherwise,
R<R-+1.

9.3.3.2.2 (Eva-policy-II) exponential bias linear adjustment

Suppose the uploaded data is U, and the inferred actual surrounding data is D.
Compute Bia = |U — D|/D is computed. Suppose the threshold value is 7 A.

If Bia > Thand |Bia—Th|/Th€ [Ai, A1), 1etR <= R—i, where A;,i=1,...,n
are system parameters. A; <A;,1,i=1,...,n— 1. Forexample,A; =0.1xa' !, a=
2.1f Bia < Thand |Bia —Th|/Th € [Ai,Aip1), let R < R+i.

9.3.3.2.3 (Eva-policy-III) exponential bias exponential adjustment

Suppose the uploaded data is U, and the inferred actual surrounding data is D.
The value of Bia = |U — D|/D is computed. Suppose the threshold value is T k.

If Bia > Th and |Bia —Th|/Th € [A;,Ai+1), R < R—a~',a =2 where
A;,i = 1,...,n are system parameters. A; < A;y1,i = 1,...,n — 1. For example,
A; =0.1%a~'a=2 1If Bia < Th and |Bia —Th|/Th € [A;,Ai;1), we have
R<R+d ' a=2.

Definition 9.17  Presented Data (PD). These are the data presented to consumers
at the central servers.

Definition 9.18 Data trustworthiness of presented data. This is a value to eval-
uate the bias between the presenting data (denoted as P) for consumers and actual
surrounding data (denoted as A). It can be defined as |P — A|/A. Actual surrounding
data is estimated by inferred actual surrounding data at the central servers, namely,
A<=D.
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The reputation system is not only used to deduce inferred actual surrounding
data so as to compute the data trustworthiness of uploaded data, but is also used
to create presenting data and computing its data trustworthiness. It poses two
situations:

9.3.3.2.4 (Situation-I) inferred surrounding data are available

Suppose the uploaded data of the contributor is U, and the reputation of the con-
tributor is r. Suppose D is the inferred actual surrounding data computed from
contributors with similar locations and timestamps, and R is the reputation of D.

The presenting data are P <= FunP(U,D,r,R), where FunP() is a function
taking U, D, r,R as input and outputting presented data, denoted as P. The trust-
worthiness of this data is 7 < FunT(r,R), where FunT() is a function tak-
ing r,R as input and outputting the data trustworthiness of the presented data,
denoted as T'.

Example FunP(U,D,r,R) = U xr/(r+R)+ D *«R(r +R). FunT(r,R) =r/
(r+R).

9.3.3.2.5 (Situation-II) inferred surrounding data are unavailable

The presenting used data have to be U, as inferred surrounding data are unavail-
able. The data trustworthiness provided to customers is calculated by r/R .y,
where R, is the current maximal reputation value in the reputation system.
Or, the data trustworthiness is A, to denote that inferred surrounding data are
unavailable.

9.3.3.3 Contributor privacy protection

Definition 9.19  Contributor actual identification. This is the essential identification
of a contributor for uniquely distinguishing him/her, for example, student ID driver’s
license ID, social security number, and so on.

Definition 9.20  Contributor privacy (CAP). This is the probability that central
servers correctly identify the contributor actual identification after observing the
uploaded data of the contributor. In shorthand,

CN'P = Pr{ld < CS|CS + d},

where Pr{A|B} denotes the probability that event A happens after event B happens;
A < B means “A is derived by B”; A <— B means “A receives B”; ID is contributor
actual identification; CS is central servers; d is uploaded data of contributors.

Definition 9.21  Contributor Perfect Privacy. This is guaranteed if and only if
CNP=0.
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We propose to use contributor anonymous identity instead of contributor
actual identity in participatory sensing to protect contributor privacy.

Definition 9.22  Contributor Anonymous Identity. This is a unique identity to dis-
tinguish each contributor in the reputation system.

The procedures for contributor privacy protection consist of the following
steps:

(PP-Step1) Initial key preparation.

When a contributor sends uploaded data for the first time, its contributor rep-
utation is set as an initial value of ry. It belongs to an initial group with a group
identity of gid = gidy, and has an initial group authentication key of gak = gak.
Both gid and gak have been deployed previously by application software on
smartphones.

(PP-Step2) Contributors generate their contributor anonymous identity.

The contributor anonymous identity is randomly generated with a fixed
length, when each contributor sends uploaded data to the central servers.

(PP-Step3) Contributors upload data to central servers.

The uploaded data from a contributor to the central servers has six tuples

< cai,l,t,d, h(gak|cai),gid >

where cai is the contributor anonymous identity; / is the location identity of the
uploaded data; ¢ is the time stamp of uploaded data; d is the data of the surround-
ings; h() is a one-way and collision-free function.

(PP-Step4) Central servers verify the validity of contributors.

Central servers search gak by gid, and verify whether h(gak||cai) is correct or
not. If it is correct, central servers deem that the contributor possesses the group
gid, and thus have the corresponding reputation value of that group.

(PP-Step5) Central servers update reputation.

The reputation system in the central servers stores the contributor reputation
of each contributor, and updates reputation values for contributors via the afore-
mentioned reputation evaluation policies. That is to say, each contributor has a
corresponding contributor reputation value that is computed and maintained by
the reputation system.

(PP-Step6) The central servers update gak and gid.

Reputation The reputation system maintains an update period. It is a period
determined by the central servers for updating to update all group authentica-
tion keys and group identities. For example, suppose the update period is 24
hours. The update time of the group authentication keys and group identities is
at 12:00PM each day.

Suppose at the end of the updating period, each contributor has a reputa-
tion value, denoted by r. All current contributors are grouped by their reputation
value. The group authentication key and group identity are both randomly



228 W Security and Privacy in Internet of Things (IoTs)

generated by central servers. Central servers store < gid, gak,r >, and send new
gid and gak values to the corresponding contributors confidentially.

(PP-Step7) Contributors update gak and gid.

The contributors in the same group receive the same group authentication key
(gak) and group identity (gid). The contributor replaces the old values of gid and
gak with the new ones.

9.3.3.4 Robustness enhancement

First, we analyze the potential attacks on our proposed scheme for data trustwor-
thiness and contributor privacy protection. In the previous section, we pointed
that out the adversaries among contributor peers are known as bad-mouth con-
tributors; next we point out another possible malicious type of contributor in the
current context.

Definition 9.23  Traitor contributors. These are the contributors who leak the group
authentication key to other contributors, so that other contributors can obtain advan-
tages; for example, easily obtain a higher reputation value.

Definition 9.24  Key leakage attack. Traitor contributors leak the group authenti-
cation key to other contributors, so that other contributors can obtain a corresponding
reputation directly, avoiding to avoid any reputation evaluation procedure.

To further enhance the robustness of the scheme, we propose the following
two methods.

(ROB-M1) Counting group members.

At the end of each updating period, the central servers record the total number
of group members. In the next period, when a member with a different contrib-
utor anonymous identity joins the group, the central servers will decrease the
count. Once the count reaches zero, newcomers who ask to join the group are not
permitted to do so.

This method can limit the influence of the leaking of the group authentication
key and detect the key-leaking attack.

(ROB-M2) Traitor tracing.

It is appropriate that central servers can trace the traitor who exposes the
authentication group key to other contributors. The naive method is to change
the group authentication key. For example, this can be achieved by making the
group authentication key consist of two parts: one is the group authentication
key generated by the central servers; the other is the private key generated by
the contributors. The traitor can be traced through the distinct group authentica-
tion key.

The components of the scheme LibTip are listed in Table 9.3.
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Table 9.3 Components of LibTip

Data Inf-Policy I-V
Trustworthiness Average
Median

Distance average

Time average

Reputation weighted average
Reputation Eva-Policy I-III adjustment

Evaluation Threshold bias linear

Exponential bias linear

Exponential bias exponential

Situation-I-Situation-II

Privacy PP-Step1-PP-Step7
Protection
robustness ROB-M1-ROB-M2

9.3.3.5 Analysis

Proposition 9.13
The contributor anonymous identity is necessary for the solution.

Proof. Contributor anonymous identities have to be generated to conceal con-
tributor actual identities. In addition, contributor anonymous identities have to
be identical to those in the reputation system to enable reputation evaluation.
That is to say, the reputation computation is dedicated to a representative iden-
tity (i.e., the contributor anonymous identity) during an updating period. Thus,
the contributor anonymous identity is necessary for the design goals solution.

Proposition 9.14
The group authentication key is necessary for the solution.

Proof. The group authentication key has to be used to anonymously authenticate
contributors for their current reputation value; thus, the reputation value of a
particular contributor can be continually evaluated and updated in the reputation
system.

Proposition 9.15
The group identity is necessary for the solution.

Proof. The group identity has to be used to sort the group authentication key
at the central servers. As the group identity is randomly generated and periodi-
cally updated, adversaries at channels cannot trace certain groups or their group
members after link layer encryption.
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Proposition 9.16
LibTip is lightweight.

Proof. In the LibTip scheme, the extra inducing items in < cai,/,,d, h(gak||cai),
gid > are cai, gak, gid. As cai, gak, gid are both necessary, LibTip only induces
extra items that are necessary. Thus, LibTip is a lightweight solution.

Proposition 9.17
Contributor perfect privacy is guaranteed (namely, CN'P = 0).

Proof. The central servers can only view contributor anonymous identities; thus,
contributor actual identities are unknown to them. In any case contributor anony-
mous identities are generated randomly. Thus, the linkage between contrib-
utor actual identities and contributor anonymous identities, and that between
individual contributor anonymous identities, are both broken. That is to say,
CNP =Pr{ld < CS|CS + d} =Pr{ld|cai} =0.

Proposition 9.18

The risk of the exposure of a contributor’s trajectory within an updating period is
f(min(|G|),max(e)), where f(-,-) is a function; |G| is the group size; e is the number
of uploads by this contributor within the group in this period.

Proof. Within one period, the contributor anonymous identities are is unchanged,;
thus, the trajectory of one contributor can be traced. The risk of the exposure of
a contributor’s trajectory is related to two elements as follows: If the number
of uploading times is larger, the trajectory contains more information such as
locations and timestamps. If the number of group members is smaller, the risks
of trajectory exposure of a contributor’s anonymous identity is larger. Thus, the
risk is a function of min(|G|) and max(e). However, as the contributor actual
identity is unknown, the trajectory cannot be linked to any actual identity.

9.4 Conclusions

In this chapter, we reviewed the importance of lightweight and robust security in
the IoTs. We also proposed lightweight and robust security schemes in key IoT
applications such as WBSN and participatory sensing. Extensive analysis on per-
formance in terms of communication, computation, and storage verified that the
OTM and OTP schemes are lightweight for WBSN. We also proposed a further
lightweight scheme, LibTip to guarantee data trustworthiness, reputation evalu-
ation, contributor privacy protection, and robustness against internal attackers in
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participatory sensing. LibTip provides an integral solution package consisting of
a set of methods, policies, and procedures.
Some results in the chapter are published in [34, 35].
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10.1 Introduction

The aim of this chapter is to investigate frameworks that ensure trust as well
as communication security between nodes in an IoT deployment. The former
captures trust in the identity and in the credentials or privileges of a communica-
tion peer, therefore dealing with authentication and authorization, while the latter
provides some guarantee about the privacy and integrity of the data exchanged
between peers. Trust does not refer to the trust in the validity of the data itself; for
example, the question of whether a sensor or other data source provides correct
readings or not. This relates to the problem of sensor and device reputation, as,
for example, discussed by Ganeriwal et al. [1].

Trust and security are based on tokens or credentials, provided by a trust man-
agement infrastructure, which are embedded in and potentially shared between
devices (note that this chapter will use the terms peers, devices, and (end) entities
to describe IoT nodes). The integrity and robustness of these tokens (which can,
for example, be symmetric keys or digital certificates) are the cornerstone of trust
and security. They are useful in deflecting external attacks initiated by entities
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that are not in possession of credentials, but fail to deflect internal attacks, where
credentials or nodes that own credentials have been compromised.

10.1.1 Trust and security from a device perspective

IoT devices are vulnerable in many aspects, so providing and maintaining trust
and security (e.g., providing token integrity over time) is a difficult endeavor.
Once token integrity is compromised, for example, by recovering a secret net-
work key from a device and using it to fabricate malicious nodes, the entire net-
work is vulnerable to internal attacks.

On the physical level, device enclosures are often not tamperproof; devices
can be opened and their hardware can be accessed via probes and pin head-
ers. Device central processing units (CPUs) are low-cost components that often
have no sophisticated means to protect their code, data, and tokens from external
access, that is, via its Joint Test Action Group (JTAG). This allows an attacker to
clone entire devices or manipulate software and data; for example, to manipulate
a glucometer so that it will provide incorrect readings. If the device is deployed
in an unsupervised environment, it may be accessed and manipulated by a mali-
cious third party without notice.

Furthermore, IoT devices are often based on low-power hardware and may
only be able to process tokens with a low complexity. This can have an impli-
cation on the robustness of a token, as it can be reengineered or recovered via a
brute-force attack.

As a result of this, any trust management system for IoT deployments must
have the ability to dynamically withdraw trust of individual devices. Likewise,
individual devices must be dynamically able to validate the trustworthiness of
other nodes they engage with.

When trust and security credentials are distributed at the time of manufactur-
ing or deployment, a device is seen as initially trustworthy. This trustworthiness,
which might degrade over time, is based on many assumptions and prerequisites,
including

m The device’s hardware, as well as all stages of its manufacturing/
integration, is trustworthy and sound. For example, it must not have JTAG
pin headers that allow the extraction of program code and data.

m Likewise, the firmware and its development process (from specification to
test) is trustworthy and follows best practices. For example, devices must
not have undocumented software back doors that have been deliberately
left by developers.

m The generation, management, and deployment of tokens is trustwor-
thy and sound. For example, pseudorandom number generators must
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have sufficient entropy to avoid the generation of weak and predictable
keys.

A general problem in the context of trustworthy firmware is that many embed-
ded processors (even if they operate under a modern multitasking operating sys-
tem) do not provide process encapsulation via memory virtualization. As a result,
malicious code in a firmware image can access and manipulate credentials used
by other system processes to initiate an internal attack. Therefore, it is not suffi-
cient to determine the trustworthiness of firmware components individually, but
the firmware image as a whole must be validated.

Devices with a static (“factory-flashed”) firmware image can maintain a
higher degree of trustworthiness over time than devices that can be updated
dynamically in the field (i.e., via firmware download), if the upload mechanism
itself poses a potential back door for attacks. If such a mechanism allows the
upgrade of individual firmware components, the number of image variations can
increase exponentially, which makes the validation of all firmware images vari-
ations a very cumbersome task. Nonetheless, a secure device firmware updating
or patching mechanism, as, for example, found in embedded Linux systems, is
an integral component to maintain security, as otherwise a single vulnerability
can compromise a number of systems. A network-wide update mechanism will
preferably incorporate a smooth and effective patching process, which includes
robust integrity and authenticity checks, minimizes service outages, and allows
for a version rollback if needed.

10.1.2 Secure key storage

Secure storage facilities (also known as keystores) increase the robustness of trust
tokens used both within an IoT system and its trust management infrastructure
(like a certificate authority or a trust center). Passive keystores provide a means
to securely save and retrieve credentials; cryptographic operations are executed
outside these stores by the device’s CPU. Active keystores in contrast allow the
internal execution of cryptographic operations via an application program inter-
face (API), so the credentials are never exposed. The following sections will
describe various types of key stores.

10.1.2.1 Hardware stores

The high-end representatives of this category are hardware security modules
(HSM). HSMs have a place in trust management infrastructures with extensive
cryptographic requirements.

General-purpose HSMs provide a thoroughly secure, generally configurable
administration; a security level that can be somewhat adjusted to needs; and tools
that cover the whole life cycle of the HSM (such as secure key backup).
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Their main disadvantage is their lack of flexibility if uncommon token for-
mats or algorithms are used.

Cryptographic smart cards (embedded or otherwise) and cryptographic uni-
versal serial bus (USB) dongles are low-cost HSMs. They are particularly ade-
quate for resource-constrained nodes or low-cost trust management infrastruc-
tures. On the downside, smart cards and dongles may not have as high-security
certifications as HSMs; their default administrative options are generally limited
and their security-level settings are not as flexible.

10.1.2.2 Trusted platform modules

Trusted platform modules (TPMs) are dedicated processors that offer both an
interesting complement and an alternative to the options presented above. They
are meant to protect hardware (by authenticating devices, or possibly attesting
a certain hardware is present), booting processes, and so on, and can also be
used in a more general way to store and retrieve credentials after booting has
taken place. Their interfaces, however, are different from the ones found in the
above HSMs and, in the case of devices that comply with TPM 1.1b, are vendor
specific.

10.1.2.3 Software stores

The natural place for software stores is in devices with low security require-
ments or low-cost embedded systems that have no provisions to physically con-
nect hardware modules.

There is a plethora of both active and passive software stores that can be
used in IoT systems. PKCS#12 stores are based on the homonymous public
key cryptography standard (PKCS), initially defined by RSA Security (now
part of EMC Corporation) and later expanded and corrected by several request-
for-comments documents (RFCs), such as RFC 7292 [2]. The standard defines
a data structure syntax that can contain cryptographic objects (keys, certificates,
etc.) and, optionally, arbitrary data, encrypted and signed. In principle, PKCS#12
defines two types of integrity/privacy modes, the asymmetric cryptography and
the password-based modes.

Privacy-enhanced electronic mail (PEM) stores are files that contain Base
64 versions of ASN.1 formatted certificates and (encrypted) keys, enclosed by
human-readable headers for convenience.

Java stores are part of a much larger programming framework, the Java
cryptography architecture/Java cryptography extension (JCA/JCE). This frame-
work defines a provider-based, pluggable architecture that includes, among many
other things, keystore implementations. One such implementation is provided
by the Sun provider and included in all distributions since the early versions of
Java. It implements keystores as proprietary password-protected Java KeyStore
(JKS) files.
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Figure 10.1: Principal attack vectors in IoT device communication.

10.1.3 Trust and security from a network perspective

During the operation of a network, devices set up static or dynamic (e.g., short-
lived) communication links with other peers. These links can be either point-to-
point or incorporate a group of nodes. From a device’s perspective, the challenge
is to validate the authenticity and authority of the other peer(s) and to set up a
secure communication link to avoid attack scenarios, as shown in Figure 10.1.
For this purpose, trust tokens are exchanged and validated, or new session tokens
are created (i.e., session keys derived from a master key).
Overall the following requirements must be fulfilled:

Data: confidentiality

Data: integrity

Peer: authenticity

Peer: Proof of authorization

Interception

Fabrication
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m  Communication: service and system availability
m Communication: nonrepudiation

The assurance of data integrity, optionally in combination with data confidential-
ity via encryption, provides trustworthiness in the data a node sends or receives.
For example, in a body area network, a wireless glucometer sends glucose read-
ings to an integrated insulin pump. This information must be protected from
accidental or deliberate tampering, while patient privacy considerations require
the data to be encrypted. Data integrity and confidentiality provide a foundation
(complementary to additional protocol-specific features like sequence numbers
or timestamps) to deal with the principal attack vectors of interception, interrup-
tion, and modification.

Data confidentiality is usually provided via symmetric encryption (with the
Advanced Encryption Standard [AES] algorithm as a de facto industry standard)
often implemented directly in hardware, while data integrity is provided via mes-
sage authentication codes or cryptographic hashes that are attached to the data
payload.

Peer authenticity relates to the problem of how a peer can validate another
peer’s identity before a communication link is established; that is, an insulin
pump must be able to validate that it actually connects to a trusted glu-
cometer (and subsequently receives data from it) and not from a malicious
device.

Peer authenticity can go hand in hand with system availability. For example,
denial-of-service (DoS)-style attacks are typically external attacks (e.g., they are
launched by external nodes outside the jurisdiction of an IoT deployment), so
the ability to qualify and if necessary to discard data or connection requests (i.e.,
SYN flood attack for transmission control protocol [TCP] connections) at an
early stage can help to alleviate such attacks.

Proof of authorization provides assurance that a peer has the authority
to (a) communicate with another peer and (b) conduct a certain action; for
example,

B A glucometer will only accept data requests from an insulin pump (and
not from the blood pressure monitor). Furthermore, both glucometer and
pump must be from the same manufacturer.

B A reset command sent to the glucometer sensor by the insulin pump (after
a sensor reconfiguration) should only be executed if the insulin pump has
the required authorization level.

Therefore, proof of authorization is a viable mechanism to protect against
fabrication.

Nonrepudiation—for example, the ability to ensure that communicating peers
cannot deny the authenticity of their action—is linked back to peer tokens.
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Data integrity and data confidentiality are based on credentials only known
to the communicating peers (i.e., shared secret keys). If these credentials are
created dynamically on the fly, they must be mutually authenticatable during
the key generation phase (to avoid man-in-the-middle [MitM] style attacks, as
possible in Diffie-Hellman key exchanges).

Likewise, peer authentication and authenticity are provided via additional
device descriptors that are mutually available and can be mutually validated.

10.2 Trust Model Concepts

The following section will present three trust models. They provide the concep-
tual basis for a trust management infrastructure.

10.2.1 Direct trust model

In a direct trust model, a peer obtains credentials of other peers in such a way
that it is immediately convincing to them. A common approach is the predistri-
bution of peer credentials before the network is deployed. Two approaches will
be described here, if only briefly: one based on symmetric keys and another one
that makes use of static whitelists.

The first option uses as credentials pairwise shared symmetric keys (installed
during manufacturing or system integration), which provide data confidentiality
and integrity as well as implicit peer authenticity and proof of authorization—the
latter can be expanded via additional peer descriptor tables in each device that
associate further attributes with each peer.

A direct trust model, which is based on pairwise shared symmetric keys for
n nodes, requires a total of n*(n— 1)/2 keys, with (n — 1) keys stored in every
node, making it unsuitable for large-scale deployments. Also, the revocation or
renewal of tokens is very tedious, as every node has to be notified.

The second option, discussed in [3], uses asymmetric keys and whitelists con-
taining references to certificates (as further discussed below). Here, each device
is equipped with its own certificate (entailing its identity, a public key, and fur-
ther device attributes) signed by an authority, and a complementary whitelist that
contains unforgeable certificate identifiers of all peers with which it is allowed to
communicate. An identifier can be a certificate’s hash value, its public key, or its
serial number.

While this solution substantially reduces the number of credentials dis-
tributed in a network (each device would have exactly one certificate contain-
ing one key pair), the management of the whitelists is impractical for large or
nonstatic developments. Likewise, the revocation or renewal of tokens is very
tedious.

Overall, a direct trust model approach is only feasible in small and static
networks because of its management constraints and memory requirements.
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10.2.2 Web-of-trust model

In a web-of-trust model, a peer accepts the credentials of another peer if these
credentials have been validated (e.g., signed) by another, already trusted peer
[4]; that is, in a body area network, a glucometer will accept the credentials of an
external programming device (and subsequently establish a connection to it) if
these credentials were signed by a trusted insulin pump. The web-of-trust model
is implemented in Pretty Good Privacy (PGP), where individual users maintain
a list of credentials (e.g., public keys) in a key ring. When a key from another
peer is inserted, the user assigns the key legitimacy which can hold the value
as complete (e.g., complete confidence that the credential is owned by the other
peer), marginally, or not trusted.

However, in an IoT environment, a web-of-trust model is not feasible for
nonstatic networks, as it does not enable new previously unknown nodes to join
a network. Unmanaged key servers, as used in PGP, for example, are vulnerable
to identity spoofing and do not solve this problem.

Furthermore, the withdrawal of trust is tedious, as it has to be propagated
across the network to reach all nodes.

Also, IoT devices may operate in very regimented environments (i.e., medical
or critical infrastructure), where a web-of-trust model is simply not acceptable
and a tight, centralized trust management, as discussed in the next section, is
required.

10.2.3 Hierarchical trust model

Here, trust is managed by one or more trust anchors, whereby multiple anchors
form a hierarchical infrastructure.

10.2.3.1 Trust center infrastructures

In a trust center infrastructure (TCI) one or more dedicated trust anchors manage
on-the-fly connection requests between network nodes. The network authentica-
tion system Kerberos [5] is based on this approach, whereby individual clients
receive tickets (with a certain life span) that allow them to authenticate and autho-
rize themselves to other nodes.

Figure 10.2 shows an example for a TCI based on a single dedicated trust
anchor (TA). The TA has a unique shared token (a symmetric key K[x]) with
each node x in the network. It also optionally maintains a descriptor table D[x]
for each device.

Whenever two nodes NI and ND set up a network connection, the initiating
peer NI refers first to the TA (Step 1) (i) to validate NDs identity ID[ND], (ii) to
obtain ND’s descriptor table D[ND] (to resolve authentication and authorization
issues), and (iii) to obtain a randomly generated session key S[NI-ND] to be
shared later with ND. The same information about NI is provided for ND, but
encoded using the key K[ND] shared between TA and ND. Both components
form a response which is encoded using K[NI] before transmission (Step 2).
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O Egqny(ID[ND])
© ©  © Exp(IDIND], DIND], S[NI-NDJ, Exp) (ID[NI], D[NI], S[NI-NDJ))
© Eynp)(ID[NI], D[NI], S[NI-NDJ)

(3)

Figure 10.2: Node authentication in a trust center infrastructure.

NI receives and decodes the response, validates ND’s identity and authorization
level, and sends the second (still encoded) component to ND (Step 3), which in
turn will validate NI'’s identity and authorization level. Finally, both peers use
S[NI-ND] to set up a secure communication link.

The revocation of nodes (in the sense of marking them as untrusted) is
straightforward when a TA is used. Also, each node only requires a single key
K[x] and the TA’s identity (i.e., its media access control [MAC] or Internet pro-
tocol [IP] address), making it a very resource-efficient approach from a device’s
perspective.

The downside is that the TA poses a single point of failure; for example, a
compromised trust anchor (which, for example, is a victim of a DoS attack) will
compromise the integrity and availability of the entire network. The inability to
revoke the TA complicates things further.

Since the TA holds information about all devices managed by the TCI, this
approach is only suitable for static networks or environments where an operator
can add and remove device details on the fly.

10.2.3.2 Public key infrastructures

Public key infrastructures (PKIs) are another implementation of the hierarchical
trust concept. PKIs are less susceptible to attacks on availability, as they provide
network nodes with verifiable credentials (also known as public key certificates)
prior to deployment, which can be validated without accessing a TA. In contrast
to TCIs they also demonstrate better scalability and manageability.

According to the Internet Engineering Task Force (IETF) PKIX working
group, a PKI is “the set of hardware, software, people, policies and proce-
dures needed to create, manage, store, distribute, and revoke Public Key Cer-
tificates.” [6].
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A PKI, therefore, does not limit its scope to strictly technical elements such
as hardware, software, networking infrastructures, protocols, or algorithms. It
permeates into organizations that manage and use them by requiring the partici-
pation of other agents and resources: people, policies, and procedures.

Public key certificates (also called digital certificates or identity certificates),
the public key cryptography procedures and technologies that substantiate them,
and trust relations form the basis of a PKI. Trust relations based on the issuance
of certificates, which in turn rely on public key cryptography, are what differ-
entiates PKIs over other forms of security constructs, and what determines their
properties.

The life cycle of certificates is at the core of PKIs. Typically, an entity called
the certification authority (CA) issues identity certificates by digitally signing a
set of (identity-related and other) attributes including a public key (of a public—
private key pair in the context of public key cryptography). The act of issuing
such a certificate constitutes a proof of the linkage between the attributes and
possession of the public key. By signing the certificate with his own private key
of a public—private-key pair, a CA states that the attributes are tied to the entity
that owns the public key pair.

Issuing certificates that, in turn, issue other certificates is common practice,
in what are called multilevel PKI hierarchies. PKIs also allow for the issuance
and management of other types of certificates, such as attribute certificates.

The issuance of certificates is the germinal event that constitutes a PKI, and
is often present in successive steps throughout its existence. Other events give
shape to the life cycle of a PKI as well.

Overall, the life cycle of a certificate includes the following events:

m End-entity registration

m Issuance

m Publication

m  Revocation of certificates

®  Generation of revocation state data

m Archival and recovery of certificates and key material

Trust plays a crucial role in PKIs. The key concept in this case is transitiv-
ity of trust. Due to the mathematical properties of the algorithms that under-
pin PKI technologies, a well-formed certificate directly or indirectly (through
intermediate certificates, that form an unbroken chain of issuances) issued by
a trusted certificate can in turn be trusted. In the simplest scenario, a sin-
gle initial trusted certificate is all that has to be interchanged through fully
verifiable channels. These channels can vary, but have to meet these two
conditions:
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m  The authenticity of the data must be assured by already established and
particularly trustworthy methods, in proportion with the importance of
the hierarchy that is to be established.

B The mechanism must not rely on the trust of any component of the hier-
archy it is meant to establish.

As a result of all the above, previously unknown entities can communicate
securely. In fact, there is no theoretical limit to the number of previously
unknown entities that could securely communicate, hence the excellent scala-
bility properties of a PKI. But, of course, as trust can be transmitted down trust
chains with relative ease, the initial source of trust, or root trust anchor, has to be
protected at all costs.

10.3 PKI Architecture Components

The following components are usually found in PKIs:

m  Certification authorities
B Registration authorities
m Validation authorities

m  Central directories

Optionally, PKIs can also incorporate timestamping authorities and certificate
revocation authorities.

In addition, but on an entirely different level, a PKI comprises a series of
policies (of which certificate/certification policies are the most salient example),
procedures, and personnel.

10.3.1 Certification authorities

CAs form the backbone and the trust anchors of a PKI. They issue certificates
and, in many cases, revocation status data (for instance, certificate revocation
lists, CRLs) regarding the certificates they issue, and publish both types of prod-
ucts. Certification authorities are typically structured in levels, thus forming a
hierarchical PKI.

10.3.2 Registration authorities

Registration authorities (RAs) act as the front end of certification authorities, in
that they are responsible for identifying and authenticating entities that request
certificates, and then dispatching certificate requests to CAs and routing back the
certificate(s) to the requesting entity. In some cases, RAs are just a specialized
component of CAs.
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10.3.3 Validation authorities

Validation authorities (VAs) allow for the validation of certificates. Validating a
certificate actually comprises several steps (verifying signatures, possibly obtain-
ing certificates, checking revocation status). It is generally assumed that VAs only
provide services in relation to checking revocation status, typically via online
certificate status protocol (OCSP) services. VAs are, therefore, usually OCSP
servers.

10.3.4 Central directories

Central directories make certificates available to other entities. Since other data,
such as policies, or CRLs need to be published as well, central directories store
and make all these data available. They are often implemented as lightweight
directory access protocol (LDAP) servers.

10.3.5 Timestamping authorities

Timestamping authorities (TSAs) are characterized by their ability to issue PKI-
based trusted timestamps. Trusted timestamps can prove that data existed prior to
the issuance of the timestamp; as a result, “time-aware” validation mechanisms
(i.e., those that take into account the moment timestamped signatures were gen-
erated) can be used. That property makes it possible for timestamps to form an
important part of certain advanced signature mechanisms, such as CAdES-T/
CAdES-X or XAdES-T/XAdES-X [7].

10.3.6 Certificate revocation authorities

Certificate revocation authorities (CRAs) are specific authorities that allow for
the revocation of certificates. Normally, revocation duties are carried out by a
dedicated service that belongs to each CA. However, whenever either the num-
ber of issued certificates is high, or the complexity of revocation procedures
increases, or so does the number and variety of CAs, specialized authorities,
CRAs, come to play, whereby a single, centralized CRA can substitute equiva-
lent revocation services on multiple CAs.
CRAs provide a number of benefits:

m  CRAs decouple certificate issuance from revocation, thus easing the use
of resources. They can contribute to overall system availability, as they
provide revocation information about already issued certificates, even if
certification authorities are not available. Providing revocation informa-
tion within a certain time frame is critical for the correct functioning of
many PKIs. What is more, policies generally set specific time frames for
the renewal of that information, so the consequences of a failure to pro-
vide can go beyond system unavailability.
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m  CRAs make the end of life of CAs easier, by continuing to revoke certifi-
cates after the CA has been effectively been decommissioned. A revoca-
tion authority can even revoke every single certificate a CA has issued,
if necessary, thus emulating the revocation of the certificate issuance CA
certificate.

m PKIs which contain multiple active CAs based on different products or
technologies can find the use of CRAs especially beneficial. A CRA
can provide services for all certificates, without the burden of having to
revoke them using a specific CA.

m  Separating CRA services from CA services improves system security,
by preventing unnecessary exposure of CA services to entities that only
require revocation services or data. Protecting CAs is particularly critical
as compared to protecting CRAs, as attacks to the former could lead to
unwanted issuance of certificates, whereas attacks to a CRA would, at the
most, mean an unwanted retrieval of certificates.

10.4 Public Key Certificate Formats
10.4.1 X.509 certificates

X.509 identity certificates are specified in the X.509 recommendation of the
telecommunication standardization sector of the International Telecommunica-
tion Union (ITU-T) [8]. They are self-descriptive entities that use Abstract Syn-
tax Notation One (ASN.1) as the specification language. Its high-level structural
representation (in ASN.1) is as follows:

Certificate ::= SEQUENCE {
tbsCertificate TBSCertificate,
signatureAlgorithm AlgorithmIdentifier,
signatureValue BIT STRING }

TBSCertificate further defines (in ASN.1 notation) the data fields represen-
ted in a certificate (Figure 10.3), while Algorithm Identifier is described via
an object identifier (OID); that is, for example, “1.2.840.113549.1.1.4” for
“MD5withRSA,” a combination of the MDS5 hash algorithm encoded using the
CA’s private RSA key. The signature (a signed hash value) is itself stored as a bit
string.

X.509 certificates are encoded using Distinguished Encoding Rules (DER)
[9] (see Figure 10.4) and stored as an ASCII string.

The X.509 standard distinguishes between three identity certificate versions
(see Figure 10.5), with version 3 certificates being the most common and versa-
tile ones.

In relation to IoT devices, a digital certificate must contain the following
information at a minimum:



Trust and Trust Models for the [oT B 251

*$3JBIYI}IID AINQLIYIE PUB SAJBIYIIID AIUdP] :¢°(T S

¥

I9)Ud ISNI} Jo dInjeudig amyeudig
J9JU3d 3Isn.xj) 33 JO aWwreN Jonssy
(sojo1 “39)
s9Inqrmje jo 39§ sonqrly
06829 Jaquimu [er1ag
Ay1prfea jo porrag Arpirep
(SPETT 23e0y1I00 “5'3)
‘pajeIdosse Auyg Iap[oH
¥
9]edY11190 NIy

__ Aoreredas payoajoad aq 03 sey yorym
Aoy 91eA11d Surpuodsariod auo sey 91edy11Ia)D)

J9)Uad 3SNI} Jo dIJeusig

I9JUD ISNT) 3 JO SUWBN

e

SveTt
Aypirea jo potrag

pajeroosse Amuyg

amjeudig

IoNSS]

£y o1iqnd 303(qng
Iaquunu [er1ag

ApireA

193[qng

.

91edYTI80 AUaPp]



252 W Security and Privacy in Internet of Things (IoTs)

0000 : 30 82 03 05 ; SEQUENCE (305 Bytes)
0004 : 30 82 01 f1 ; SEQUENCE (1f1 Bytes)
0008 : | a0 03 ; OPTIONAL [0] (3 Bytes)
000a | | 0201 ; INTEGER (1 Bytes)
000c | 02
000d | 0210 ; INTEGER (10 Bytes)
000f | | 6e 92 35 46 0e db b5 94 4d 59 £9 f1 a8 f1 cf e6
001f | 3009 ; SEQUENCE (9 Bytes)
0021 | | 0605 ; OBJECT ID (5 Bytes)
0023 : | | | 2bo0eo03021d
i || | ; 1.3.14.3.2.29 shalRSA (shaRSA)
0028 | | 0500 ; NULL (0 Bytes)
002a | 30 1a ; SEQUENCE (la Bytes)
002c : | | 3118 ; SET (18 Bytes)
002e : | 30 16 ; SEQUENCE (16 Bytes)
0030 : || 06 03 ; OBJECT ID (3 Bytes)
0032 : || | 55 04 03
| | | ; 2.5.4.3 Common Name (CN)
0035 || 13 0f ; PRINTABLE STRING (f Bytes)
0037 : | 4d 6f 72 67 61 6e 20 53 69 6d 6f 6e 73 65 6e
|| ; “Morgan Simonsen” (3 Bytes)
0046 | 30 1e ; SEQUENCE (le Bytes)
0048 | | 17 od ; UTC_TIME (d Bytes)
004a : | | | 3133303431 36 30 38 35 37 31 37 5a
i || ; 16.04.2013 10:57
0057 | | 17 od ; UTC_TIME (d Bytes)

Figure 10.4: ASN.1 DER encoded certificate [10]. (From: Morgan Simonsen’s
Blog. https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-
digital-certificate-thumbprints/.)

B The name of the subject—for example, the identity of the device—to
which the public key in the certificate is bound. Note that there is a con-
ceptual difference between a typical server-side certificate (in which the
entity is identified by its domain name system [DNS] name), and a device
certificate, which can also be identified by a uniform resource identifier
(URI), a MAC address, or an IP address.

m Its public key and the cryptographic algorithm it relates to.
m  The certificate’s serial number (for revocation purposes) and validity.
®  The name of the issuer (e.g., the CA).

m  The purpose and restrictions of the public key in the certificate.


https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-digital-certificate-thumbprints/
https://morgansimonsen.wordpress.com/2013/04/16/understanding-x-509-digital-certificate-thumbprints/
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Version

Serial number

Signature algorithm indentifier

Issuer name

Version 1

Validity period

Version 2

Subject name

Version 3

Public key information

Issuer unique ID

Subject unique ID

Extensions

Figure 10.5: X.509 Identity certificate versions 1, 2, and 3.

X.509 certificates are rather large (~2 Kbyte), have a complex structure (as
shown in Figure 10.4), and require a complex parser; resource-constrained IoT
devices may have difficulty handling them, in terms of both memory and com-

putational requirements. Therefore, alternative formats are discussed in the fol-
lowing two sections.

10.4.2 Self-descriptive card verifiable certificates

Self-descriptive card verifiable certificates (CVCs) are very compact public key
certificates suitable for resource-constrained devices like smart cards. While
CVC:s are still DER encoded (and are therefore self-descriptive), they only con-
tain a subset of the fields of an identity certificate [11]:

cvcBody ::= SEQUENCE {
profileId UNSIGNED INTEGER,
issuer CHARACTER STRING,
pubKey CHARACTER STRING,
subject CHARACTER STRING,
notBefore DATE,

notAfter DATE }

10.4.3 Non-self-descriptive card verifiable certificates

These certificates are not DER encoded and therefore do not have type tags.
Information about their internal structure is provided via header fields that
are kept separate from the certificate itself. Non-self-descriptive CVCs can be
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represented in their simplest form by a static abstract data type; for example, a
structure in the programming language C:

typedef struct simpleNonSelfDescriptiveCVC {
char version;

char owner[20];

char issuer[20];

char alg; // Note that OIDs are omitted here

} tSimpleNonSelfDescriptiveCVC;

A memory-efficient format that incorporates dynamic length fields, but requires
a simple parser for processing (as it cannot be mapped onto a fixed-length data
structure any more), appears as follows:

typedef struct dynamicNonSelfDescriptiveCVC {
char version;

char ownerLength;

char owner [ownerLength];

char issuerLength;

char issuer[issuerLength];

char alg; // Note that 0IDs are omitted here

} tDynamicNonSelfDescriptiveCVC;

10.4.4 Attribute certificates

An attribute certificate only assigns—in contrast to a conventional public key
or identity certificate—privileges to end entities. X.509 attribute certificates are
specified in [12]. They have the following ASN.1 structure:

AttributeCertificateInfo ::= SEQUENCE {

version AttCertVersion -- version is v2,
holder Holder,

issuer AttCertIssuer,

signature AlgorithmIdentifier,
serialNumber CertificateSerialNumber,
attrCertValidityPeriod AttCertValidityPeriod,
attributes SEQUENCE OF Attribute,
issuerUniquelID UniqueIdentifier OPTIONAL,
extensions Extensions OPTIONAL }

An attribute certificate is issued and signed by an attribute authority; it has a
certain life span and binds an authorization (of whatever nature) to the end entity.
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It has also optional extension fields. However, as can be seen in the listing, it does
not contain a public key. Instead, it is tied to an identity certificate, as shown in
Figure 10.3.

This separation allows identity and attribute certificates to have different life
spans, which is, for example, extensively used in digital rights management.
Here, a consumer acquires the right to access certain digital content over a poten-
tially limited period of time via an attribute certificate. The consumer himself is
identified via his identity certificate.

10.5 Design Considerations for Digital Certificates

10.5.1 Device identifiers

In a digital identity certificate, both its owner and the CA that signed the
certificate must be uniquely identified. While there will be a relatively small
number of CAs (with each CA being able to potentially manage millions of
certificates), there is a need for a scalable naming scheme suitable for billions
of nodes.

Device identifier construction schemes can be based on various methods.
These methods incorporate either (i) random data, (ii) a hierarchy identifier,
(iii) the encoding of additional information (e.g., the manufacturer), or (iv) the
use of cryptographic operations (e.g., hash of public key) [16]. One scheme can
apply several methods at the same time, as shown in Table 10.1 [15].

In today’s Internet, the URI is the de facto naming scheme to identify the
name of a web resource. At the network level, a device is identified via its static
or dynamic (v4 or v6) IP address. The DNS translates the hostname into a URI
into an IP address.

However, while this approach is suitable for a hierarchy of certificate author-
ities, it does not necessarily scale for IoT networks, as (i) such networks can
be isolated without having access to a DNS service and (ii) the anticipated
number of IoT devices makes a classical URI approach unworkable. Further-
more, machine-to-machine (M2M) communication does not necessarily require
human-readable URIs.

An alternative solution is the use of a device’s IPv6 address as its unique
device identifier. Such an address consists of 16 octets; the overall address space
is in the order of 10°® possible addresses [13].

The underlying IPv6 network communication protocol is already widely
embraced by standard (IEEE 802.3 Ethernet and IEEE 802.11 Wi-Fi based) net-
works and has found its way into the IoT via the low-power wireless personal
area networks (6LoWPAN) communication standard, so it is a potential candi-
date for an IoT naming scheme.
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Table 10.1 Device identifier construction schemes and their underlying

methods

Project or
Architecture

Naming Scheme

Method Applied

IPv6 URI Hierarchy identifier; encoding additional
information
IPv6 IPv6 Hierarchy identifier
Glowbal IP  AAID Encoding additional information
Protocol
GS1 GS1 identification Random data; encoding additional
keys information
SWE Sensor UID Encoding additional information
IoT@Work Name of a node Hierarchy identifier; encoding additional
within a namespace information
NDN Name of the data Hierarchy identifier; encoding additional
information; cryptographic operations
Mobility GUID Encoding additional information;
First cryptographic operations
RFID RFID Random data
802.15.4 MAC address Random data

An IPv6 address is ideally broken into two 64-bit segments, with the first

segment being the network’s subnet address. In most IoT networks, this address
will be assigned during deployment, so it cannot be anticipated when a certifi-
cate is generated during manufacturing. Furthermore, the address can potentially
change over time. The second 64-bit segment, however, is the device’s MAC
address, which is in fact unique and available for certificate generation during
manufacturing.

Table 10.1 lists other naming schemes that could be potentially considered.
These include:

m The radiofrequency identification (RFID) naming scheme, which is based
on a unique 64-92-bit identifier [13]

®  GS1 identification keys [14]

m Sensor web enablement and sensor UID [15]
B ToT@Work naming scheme [16]

m  Mobility First [17]
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10.5.2 Certificate validity

X.509 certificates have a limited life span which is encoded in the validity field.
The field contains the two dates notBefore and notAfter, both containing a times-
tamp in the UTCTime encoding format.

Checking the validity of a certificate requires access to accurate time, and
since low-cost oscillators found in embedded systems have a significant drift in
the order of up to several seconds per day [18], the use of time synchronization
protocols like Network Time Protocol (NTP) or Precision Time Protocol (PTP)
should be considered.

If an end-entity certificate has expired and the device is not decommis-
sioned, the certificate needs to be renewed. This causes significant logistical
and technical challenges, as the PKI must have the ability to provide and man-
age dynamically certificates to a potentially large number of devices, while the
devices themselves need a secure download and storage mechanism. Further-
more, an underlying trust mechanism must ensure that only authentic certificates
are accepted and reflashed on a device.

Similarly, CA certificates can expire as well, which has implications for the
validity of a signature provided by a device; for example, the initial handshake in
a peer-to-peer authentication protocol during operation. Overall there are three
different validity models in place:

®  The shell model as outlined in RFC 5280 [19] prescribes that a signa-
ture provided by an end entity is only deemed valid, if all certificates of
the entire CA chain (up to the root CA) are valid at the time when the
signature is validated.

®  The chain model only requires the end-entity certificate to be valid at the
time of signature creation. The certificates of the CA chain only need to
be valid at the time of creation of the end-entity certificate itself.

m  The modified shell or hybrid model as outlined in RFC 5126 [20] dictates
that an end-entity signature is valid if it is valid in the shell model at the

time of creation; for example, at the time of signature creation the entire
CA chain is valid.

The drawback of the latter two models is that an end-entity signature is still valid
even when the underlying trust chain is compromised; for example, after one
of the certificates of the CA chain has been revoked because of (for instance) a
compromised key.

10.5.3 Public key cryptosystems

public key cryptosystems provide pairs of keys, whereby the public encryp-
tion key differs from the secret decryption key. Such cryptosystems are at
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the core of PKI, as they (a) provide a means to digitally sign (e.g., encrypt)
the hash value of a digital certificate using a CA’s private key; (b) provide a
means to validate the integrity of a digital certificate, via decoding the pre-
viously encoded hash value using a CA’s public key and comparing it with
the hash value calculated over the presented certificate (therefore providing
proof of authorization); and (c) allow a device to digitally sign or decrypt mes-
sages (therefore providing message confidentiality, message integrity, and peer
authentication).

The two popular public key cryptosystems are RSA and Elliptic Curve Cryp-
tography (ECC). RSA is based on the practical difficulty of factoring the product
of two large prime numbers, while ECC is a relatively new approach to public
key cryptography based on the algebraic structure of elliptic curves over finite
fields.

The RSA algorithm has been widely used in PKIs for many years and has
a significantly lower algorithmic complexity than ECC-based algorithms, but
requires a longer key size to provide equivalent security. As a result, ECC is
deemed to be faster than RSA and has become the public key cryptosystem
of choice for resource-constrained embedded systems. For example, a 3072-bit
RSA key has a similar cryptographic strength as a 256-bit ECC key or a 128-bit
symmetric AES key.

ECC has been adopted by Suite B Cryptography, a set of cryptographic algo-
rithms promulgated by the U.S. National Security Agency (NSA). There are a
range of standardized ECC curves and parameters defined with effective key
length between 160 and 512 bits [21]. However, there are some unresolved patent
and licensing issues around some ECC algorithms.

10.5.4 Hash functions

Cryptographic hash functions are one-way functions that convert a bit string
of variable length into a fixed-length hash value. They are used to digi-
tally sign a certificate. Hash functions have four important mathematical and
algorithmic properties: (i) they should have a low computational complex-
ity, while (ii) being irreversible “one-way” functions. Furthermore, it must
be (iii) infeasible to modify an input without changing the hash and (iv) it
must be infeasible to find two different inputs with the same hash. The latter
two requirements are also called strong collision resistance and weak collision
resistance.

There are a number of different future-proof hash algorithms in use, most
notably SHA-2 and SHA-3 with customizable hash lengths of between 224 and
512 bits. Legacy hash functions such as MD5 and SHA-1 are being phased out,
as they are not deemed to be sufficiently secure (e.g., collision resistant) any
more [22].
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10.6 A Public Key Reference Infrastructure for the IoT
10.6.1 Certificate format

Self-descriptive or non-self-descriptive CVCs have the advantage of lower
resource requirements in comparison to DER-encoded certificates. However,
most off-the-shelf and open-source authentication protocol implementations
(i.e., OpenSSL) solely support the latter, and there are only very few implemen-
tations that support non-DER-encoded certificates [23].

Therefore, many IoT implementations, particularly if they are based on the
TCP/IP protocol stack, or if they require Internet interoperability, will have to
use standard DER-encoded X.509 certificates.

Alternatively, in situations where storage space for certificates is scarce, but
DER-encoded certificates are a necessity, the following certificate translation
process could be considered:

m A CA signs a DER-encoded certificate using its private key and returns it
to the RA.

m The RA executes a certificate parser, which extracts device-specific and
nongeneric certificate fields, including the signed hash, and copies it into
the appropriate fields of a non-self-descriptive CVC. The assumption is
that certain fields are static and identical or predictable for all devices in a
certain deployment (i.e., the version field or the reference to the root CA).

m The RA forwards this CVC to the device, where it is stored.

®  Whenever a device has to present its original DER certificate, it will parse
the CVC and rebuild it.

10.6.2 Certificate life cycle and number of device
certificates

Multiple certificates embedded in a single device can be

m  Valid over different time periods (therefore reducing the risk of compro-
mising a certificate during its lifetime)

m Remotely activated/disabled on demand, if a certificate has been identi-
fied as being compromised, or

m Used for different purposes (i.e., network control vs. device control
operations)

Apart from the additional storage requirements, the above scenarios also imply
access to secure time or a management interface to enable/disable certificates,
therefore opening other potential back doors for cyberattacks.
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It is therefore envisaged that, unless the above issues are addressed, an IoT
device contains only a single universal certificate, whose lifetime is the antic-
ipated operational life span of the device. Compromised devices (e.g., devices
with compromised certificates) must either be discarded or reflashed in the
factory.

Similarly, the validity of the root CA certificate must extend over the oper-
ational lifetime of all networks under its control, while the validity period of
an intermediate CA (iCA) certificate can be more restrictive and, for example,
limited by the anticipated lifetime of the network(s) it serves.

All these certificates operate under the modified shell validity model, which
is complemented by an online certificate validation mechanism, as discussed in
Section 10.6.7.

10.6.3 Combined identity and attribute certificates

IoT device authentication and authorization require additional and customizable
device credentials that go beyond the capability and purpose of standard fields in
X.509v3 identity certificates. Attribute certificates, on the other hand, are not a
viable solution to fill this gap either, as

m JoT devices do not change over time; therefore, device attributes and
identity certificates can have an identical life span; therefore, there is con-
ceptually no need to support two different certificate types.

m  Multiple certificates require additional resources for both certificate stor-
age and parsing.

m  Multiple certificate types increase the management overheads for a PKI.

However, the storage of additional device attributes in an identity certificate can
be achieved via extension fields of X.509v3 certificates. An extension field con-
sists of the following components:

®  An OID that identifies the type of extension. For example, device certifi-
cates issued by the Irish cybersecurity group OSNA use certificate exten-
sions with the OSNA OID prefix 1.3.6.1.4.1.44409.

m A flag that indicates whether the extension is critical, that is, if the exten-
sion holds vital information. A relying party shall consider a certificate
invalid if it does not recognize a critical extension, that is, it has no sup-
port for the extension. If an extension is labeled noncritical, it can be
ignored if not understood.

B The actual extension field.
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In the absence of a standardized framework to encode device attributes entailing
authorization credentials in a certificate, customized domain-specific OID exten-
sions must be defined. For example, in the context of device attributes for wear-
able medical sensors in a body area network, the following extensions (under the
above OSNA OID) and their possible values could be considered (Table 10.2).

With every device having a customised combined identity and attribute
certificate with the above descriptors and an appropriate authentication/
authorisation protocol implementation, it could be assured that

B A network controller will only connect to sensors of type “1”, “2” or “3.”

®  Sensors can only have peer-to-peer connections to a network controller
with device type “4.” A glucometer (device type “1”), however, will also
accept connection requests from an insulin pump.

® The insulin pump has the peer communication privilege level “2” and
can retrieve readings from the glucometer, which in turn has (like the
electrocardiogram [ECG] monitor) the privilege level “1.”

m  The network controller has privilege level “3” and has full control over
the entire network.

Similarly to the device attributes, an X.509v3 certificate also allows the speci-
fication of the purpose and scope of its public key via two additional extension
fields, KeyUsage and ExtendedKeyUsage. In relation to the above example, these
fields indicate if the network controller is allowed to sign and distribute firmware
updates or to generate and sign revocation lists for the other network devices.

10.6.4 Peer authentication protocols for the IoT

In an IoT deployment, a device can have multiple simultaneous peer-to-peer con-
nections with one or more nodes. Each connection will be based on a specific

Table 10.2 Medical device descriptors and their OIDs

OID Suffix Name Value: Meaning

1 Device type “1”: Glucometer
“2”: Single-channel ECG monitor
“3”: Insulin pump
“4”: Network controller

2 Peer communication privilege ‘“1”: No data access to peer device
“2”: Read-only access to sensor data
“3”: Full control over peer device
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authorization level of the end points; for example, to execute privileged com-
mands or to have access to classified sensor data. Here, secure device authentica-
tion and communication must—from a protocol stack perspective—reach from
data end point to data end point; for example, from process to process. There-
fore, an application layer authentication and communication protocol should be
chosen over a data-link or network protocol.

In an IP-based environment, the application layer protocol of choice is the
Transport Layer Security (TLS) protocol. TLS goes hand in hand with X.509
identity certificates, as during its initial handshake phase the certificates of two
peers are exchanged, validated, and, using the public keys encoded in the certifi-
cates, a session key is negotiated.

TLS went through various iterations, but for an IoT deployment it is recom-
mended to use its most recent version (v1.2) as specified in RFC 5246 [24]. In
particular, it must accommodate the recommendations of RFC 6176 [25]; for
example, TLS sessions will not negotiate the use of Secure Sockets Layer (SSL)
v2.0, which has known security flaws, including a cryptographically weak hash
function (e.g., MDS), unprotected handshake messages (which allows a MitM to
trick the client into picking a weaker cipher suite than it would normally choose),
and the termination of sessions via MitM TCP FIN insertions.

Also, in the context of IoT communication, TLS must be configured to pro-
vide a client-authenticated handshake, whereby both peers exchange and validate
the other peer’s certificate. This is in contrast to the typical use of TLS (i.e., in
secure Internet browsing), where only the server certificate is validated by the
client.

The recent discovery of the Heartbleed bug in the OpenSSL implementation
of RFC 6520 [26], as well as recent revelations about the widespread capture
and storage of encrypted network communication (for later cryptanalysis) by
some government agencies, emphasizes the need for perfect forward secrecy
(PES). PES is a property of cryptographic systems which ensures that a ses-
sion key derived from a set of public and private keys will not be compro-
mised if one of the private keys is compromised in the future. TLS can PFS
by enforcing the use of ephemeral Diffie—Hellman key exchange to establish
session keys.

Also, current TLS implementations do not provide functionality to validate
authorization levels encoded in certificates, as these are customized extensions.
However, various TLS implementations support optional callback functions dur-
ing the handshake phase that allow the integration of such functionality.

10.6.5 CA hierarchy

Trust in today’s Internet is provided by more than 600 publicly operating cer-
tification authorities, which in turn are interconnected via CA hierarchies. This
tree-like hierarchy consists of root CAs with self-signed certificates at the top
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and a set of intermediate CAs, whose certificates are signed either by another
intermediate CA or a root CA. To facilitate the process of verifying a chain of
trust, every certificate includes the fields IssuedTo and IssuedBy. This network
of trust allows, in principle, every device certificate issued by any CA to be vali-
dated as part of the TLS handshake. However, recent high-level breaches in CA
organizations (like Comodo in 2011) [27] and the theft or generation of counter-
feit certificates has shown that this distributed network of trust has some signifi-
cant flaws.

An IoT deployment may only be operational within its own perimeter, for
example, there might no need to issue certificates that can be globally vali-
dated. Also an IoT-PKI must tightly control the generation of device certificates,
while giving suppliers and system integrators the ability to issue certificates on
the fly.

Therefore it is suggested to use a two-tier CA hierarchy consisting of a root
CA and a set of intermediate CAs (iCAs) as shown in Figure 10.6. Each iCA is
used by a defined set of stakeholders (e.g., device manufacturers). Depending on
its scope, such a PKI would issue devices for a single deployment (e.g., a pri-
vate home-automation network), a single application type (e.g., wireless medical
device networks), or a single client (e.g., the smart meter/smart grid infrastruc-
ture of a single utility company).

From a device’s perspective, the main advantage of such a two-tier organiza-
tion is that each node only requires two CA certificates (i.e., the root certificate
and the certificate of its iCA that signed its certificate) to authenticate every sin-
gle certificate issued by the PKI, even if it was signed by a different iCA.

Root CA

x

Figure 10.6: Certificate distribution in a two-tier PKI with CA certificates R, X, Y,
and Z and device certificates D1, D2, and D3.
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10.6.6 Certificate generation

Embedded systems are typically not suited to generate their own public—private
key pairs, as they do not have sufficient entropy to provide sufficiently random
numbers. Therefore, the registration authority—optionally in combination with
cryptographic hardware support—as the interface between the device and the
CA has to step in and provide such data. The RA has to dispose of any generated
key material after the certificate has been issued to the device, as otherwise the
integrity of the entire deployment could be affected if the RA is compromised.

Likewise, each RA requires a suitable interface to transmit key materials
securely back to the device (e.g., via a JTAG interface) as well as a sound mecha-
nism to acquire device-specific attributes (e.g., MAC address, device capabilities,
etc.) which are inserted into a device certificate [28].

The issuing and storage of device certificates must take place in a controlled,
auditable, and secure environment; for example, a manufacturing floor, and not
in the field during network deployment or integration, where this process can be
more easily compromised.

10.6.7 Certificate validation

IoT deployments must be resilient from external cyberattacks and are, therefore,
isolated from the Internet as far as possible, as well as being self-contained.
This is accommodated by the above two-tier CA hierarchy, which allows for
a straightforward certificate validation during the TLS handshake:

m  Each device has—as already mentioned—a copy of the (self-signed) root
CA certificate, as well as its device certificate and a copy of the certificate
of the iCA that signed the device certificate.

® During the initial handshake, two devices exchange their device certifi-
cates. If both have been signed by the same iCA, the public key embedded
in the iCA’s certificate is used for their validation.

m In situations where devices have received their certificates from different
iCAs, these iCA certificates are exchanged and validated using the root
CA’s public key.

A certificate within the trust chain can be invalidated (e.g., revoked) by a PKI
before its expiration time; for example, if the private key that corresponds to
an iCA’s certificate’s public key has been compromised. It is best practice to per-
form a certificate status check before completing the handshake, as highlighted in
a recently discovered configuration flaw in the Java runtime environment, which
resulted in malicious Java code (signed by a compromised and revoked certifi-
cate) to be executed on client computers [29].

As outlined before X.509 provides two principal mechanisms to validate the
status of a certificate:
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B A certificate revocation list (CRL) is a list of revoked certificates signed
by a CA or CRA. CRLs are regularly updated with newly revoked certifi-
cates being inserted into the CRL or compiled into a delta CRL. Devices
that wish to obtain revocation information need to download the CRL
from some repository and process it locally. It is therefore not a suitable
solution for resource and bandwidth-limited IoT nodes.

m  OCSP, as defined in RFC 2560 [30], allows clients to query the status
of an individual certificate in real time via an OCSP server. Revoked
certificates can be added on the fly, making OCSP far more responsive
than CRL and more suitable for real-time certificate status validation in
IoT deployments. However, devices should only retain a connection to
another client if the OCSP server returns an “OK” message for its cer-
tificate. This makes an OCSP server a single point of failure, as a DoS
attack on the server will prevent it from responding to requests.

RFC 6066 [31], also called OCSP stapling, provides a solution to the DoS attack
vulnerability of OCSP. Here, a client requests a validation of its own certificate
by an OCSP server on a regular basis and keeps the response (which is times-
tamped and digitally signed by the server) locally in storage. Whenever a new
TLS handshake is initiated, the device sends its own certificate as well as the
OCSP response to the other peer. By doing so, a temporarily unavailable OCSP
server can be compensated for.

However, OCSP stapling only operates during the handshake of a TLS con-
nection; for example, it does not support the validation of a certificate once a
connection is established. Since it is not always economic for an IoT device
to terminate a connection and redo the handshake with a given peer, an exten-
sion of OCSP stapling should be considered that allows certificate validation for
established connections. This feature could be implemented similar to the TLS
Heartbeat extension in RFC 6520, so that OCSP update queries and responses
between two peers are implemented on the record layer of TLS.

10.7 Summary

Introducing and managing trust will be a major challenge for the IoT, as in the
absence of robust, versatile, and verifiable trust credentials provided by a trust
management infrastructure, the fundamental requirements of data confidentiality
and integrity in interdevice communication, as well as peer authentication and
authorization, will not be met sufficiently.

This chapter provided an overview of perceived problems and potential solu-
tions with regard to the provision of trust and proposed a scalable and robust trust
management solution suitable for the IoT. This solution is based on a tightly cur-
tailed public key infrastructure in combination with combined identity/attribute
certificates based on X.509v3 and customized extension fields.
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11.1 Introduction

Many Internet of Things (IoT) challenges will require more than incremental
solutions or the application of models already established. New architectural
models will be demanded, since the current cloud and networking technologies
and their protocols are inherently limited for several expected scenarios [25].
Some examples we will address in this chapter are entities naming, identification,
mobility, decoupling of devices’ identifiers from locators, scalability, control and
management, data integrity, provenance, and joint physical and virtual resources
orchestration, among others.

Current Internet naming is very limited and does not favor security [6, 14, 36].
Unique identification of “things” is nonexistent. Name resolution is limited to
resolve domain names to Internet protocol (IP) addresses. There is no support
for service names, among many other relevant names for IoT scenarios. Nam-
ing has also an important role in data integrity and provenance, as we will
further discuss.

Host mobility causes variations to services session states [5], leading to unsta-
ble application behavior. IP addresses have two simultaneous purposes: host
identification and location. When a node moves from one network to another,
its location should change to enable datagram delivery to new position; however,
the IP address change affects upper-layer sockets, which employ IP addresses as
host identifiers. Identifier/locator splitting is an approach that enables nodes to
move without changing their identifiers, maintaining session state invariance [5].
The scalability of addressing and routing in the current Internet are also concerns
[5, 6, 14].



Self-Organizing “Things” and Their Software Representatives W 271

Joint orchestration of physical-world resources, services, and contents is also
a requirement far ahead of current Internet support. The current model for device
control and management was designed in an epoch where the number of devices
was orders of magnitude smaller. Control and management in the IoT scenario
will require self-driven approaches, reducing operational costs and meeting the
upcoming scales on device numbers, interactivity, and traffic.

Emerging convergent information paradigms will be required to face these
issues in the next decades. Incremental solutions could be intrinsically limited,
since they were not projected with any thought for the amazing interaction
between physical and virtual worlds we are going to experience in a few
years. Many science-fiction scenarios are becoming real at an impressive speed.
Biometric sensors, implants, monitoring devices, wearable electronics, smart
clothes, residences that welcome us and make our lives easier are among the tech-
nologies that are arriving. Augmented reality, tactile systems, haptic interfaces,
virtual reality, cyborgs, robotics, self-assembly machines, ubiquitous computing
are examples of technologies on the border between the physical world and com-
puting systems.

In this chapter we discuss the path to a futuristic scenario, where these emerg-
ing technologies converge synergistically, gracefully, quietly. We discuss security
issues from an architectural perspective, instead of specific points (as is usually
done in the literature). We start with a survey of some important current archi-
tecture limitations that could limit IoT potential (Section 11.2). We also present
contemporary paradigms that are emerging in the literature to address these iden-
tified shortcomings. Then, we present a new IoT architecture model that inte-
grates these paradigms toward a future IoT architecture (Section 11.3).

In this model, “swarms of things” are represented and controlled by trustable
“swarms of services,” which self-organize to establish the required security, pri-
vacy, and trust levels. Since the number of devices expected is going to be
extremely high, more autonomic behavior is expected [28], reducing the degree
of human intervention on the control and management of IoT devices. The role
of naming and name resolution will be revisited and related to source authen-
tication, as well as data integrity and provenance. The support for distributed
storage of name bindings enables the representation of real-world relationships
among things, services, and contents. What is required is the integration of the
life cycling physical resources, contents, and services, life cycling using emerg-
ing trust-based security and privacy approaches.

This emerging architecture model is being developed in the context of
an information and communications technologies (ICT) architecture called
NovaGenesis (NG) [1]. NG started in 2008 and aims at integrating many future
Internet (FI) ingredients toward a convergent information architecture (CIA). A
CIA integrates in only one design information processing, storage, and exchange
[2]. It is broader than an Internet, which was designed to put computer networks
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Internet
architecture computing

architecture

Figure 11.1: Operating systems and cloud computing architectures are focused on
computer nodes, that is, intranode information processing, storage, and exchange.
Internet architecture emerged to interconnect computer networks, that is, global
internode information exchange. Convergent information architecture integrates all
previous information processing, storage, and exchange architectures with global
scope.

together, enabling end-to-end computer programs (processes) to communicate.
CIAs address IoT challenges more deeply than the current Internet, since IoT
requirements spread not only through networking technologies, but also through
cloud, distributed, and mobile computing. Figure 11.1 illustrates this idea.

NG is a CIA that integrates information-centric networking (ICN) [38],
service-centric networking (SCN) [8], service-oriented architecture (SOA) [26],
software-defined networking (SDN) [1, 20], among other ICT hot topics. In
NG, context-aware services establish contract-based coordination toward fulfill-
ing network operator objectives, rules, and regulations. Energy awareness and
disruptive/delay tolerant communication is enabled. IoT devices, services, and
contents are named and synergistically integrated to address the most challeng-
ing IoT prerequirements. NG proposes a new control and management model
where physical devices are represented by named services called proxy gate-
way controllers (PGCs) [1]. These PGCs expose node capabilities, negotiate and
establish contracts, encapsulate NG messages, and configure devices according
to software-implemented controllers.

NG has an experimental proof-of-concept implemented. Several aspects of
the proposed model have already been tested. In this context, this chapter finishes
with Section 11.4 with an example scenario, where an illustration of the proposed
architecture is provided based on current proof-of-concept design.
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11.2 Current Technologies Limitations and Emerging
Solutions for IoT

Nowadays, technologies for the IoT are already available, among them [24]:

m IEEE 802.15.4: This is a wireless communication standard for low-
power, low-data rate, and short-distance radio coverage sensor and actua-
tor networks [15]. It was developed within the IEEE 802.15 personal area
network (PAN) group. Its typical data rate is 250 kb/s with maximum
packet size of 127 bytes, which limits the available payload to about 86
and up to 116 bytes. It defines a physical layer (16 channels with direct
sequence spread spectrum) and media access control (MAC) layer. It can
be applied to multihop networks, but requires the radio to be on all the
time. It employs single-channel operation, which suffers with multipath
fading and shadowing.

m IEEE 802.15.4e: This employs a time-synchronized channel hopping
(TSCH) technique to avoid interference, shadowing, and multipath fad-
ing [24]. The IEEE redesigned MAC protocol supports centralized or
distributed scheduling of time slots for communication between neigh-
boring nodes. A time-frequency structure is used to create virtual links
among neighboring stations using specific time slots/frequency channels.
The standard does not define how the schedule of the time slot/frequency
pairs for a certain virtual link is carried out.

B Message queue telemetry transport (MQTT) [17]: This is a “lightweight”
messaging protocol to run over the transmission control protocol/In-
ternet protocol (TCP/IP). It follows a publish/subscribe hub-and-spoke
paradigm where a broker server asynchronously forwards messages to
one or more interested nodes. Named topics are used to share infor-
mation. All messages addressed to a named topic (e.g., “myhome/
groundfloor/livingroom/temperature”) by publishers will be delivered to
a broker. Subscribers to a certain topic get published information from
the brokers. It provides an agnostic binary payload. Nodes must connect
to brokers.

® Advanced message queuing protocol (AMQP) [35]: AMQP is an open
standard message middleware specification, based on a topic-oriented
message queue paradigm, where products written for different platforms
and in different languages can exchange messages. Despite being a stan-
dardized protocol, not all implementations are fully compliant with the
standard. The complete AMQP standard is composed by publishers, sub-
scribers, and brokers that have internal routing capabilities. The AMQP
specification (version 1.0) defines a wire-level protocol for publish-
ers’/subscribers’ communication with their message brokers. The broker
can modify incoming messages and, based on a set of rules or criteria,
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IETF CoAP «— IETF CoAP
IETF TCP/UDP — IETF UDP/TCP
IETF IPv6 — IETFE IPv6
IETF 6LoWPAN — IETF 6LoWPAN

IETF 6top — IETF 6top
IEEE 802.15.4e MAC <+— IEEE 802.15.4¢ MAC

IEEE 802.154 PHY <«— IEEE 802.15.4 PHY

Figure 11.2: Possible IoT stack combining IETF and IEEE standards.

decide to which queues the messages need to be forwarded to arrive at
one or more subscribers.

m Data distribution service (DDS) [27]: DDS has a global data space (GDS)
to where nodes can publish/subscribe to (pub/sub) data using topics and
keys. Data objects are manipulated using natural language. Local object
caches can be fed by available global data. There is also support for
quality of service (QoS) contracts. DDS provides automatic discovery
of publishers and subscribers using a protocol called simple discovery
protocol (SDP).

m Internet Protocol version 6 (IPv6) over low-power personal area network
(6LoWPAN): IPv6 packets are too big for IEEE 802.15.4. 6LoWPAN
provides an adaptation layer to segment and reassemble IPv6 datagrams.
It provides IPv6 header compression and belongs to the Internet engi-
neering task force (IETF) stack for IoT [34], as illustrated in Figure 11.2.
6LoWPAN protocol data units (PDUs) can be encapsulated directly over
IEEE 802.15.4. However, for 802.15.4e the 6top adaptation protocol was
created.

m  6TiSCH operation sublayer (6top): IPv6 over the TSCH mode of IEEE
802.15.4e (6TiSCH) provides the mechanism to admit or revoke a node
from a TSCH network, including the scheduling of virtual channels to
this node using available time slots/frequency channels with neighboring
nodes. It also makes the adjustments to support the IETF routing protocol
for low-power and lossy networks (LLNs) (RPL) over 802.15.4e nodes.

m Constrained application protocol (CoAP): Provides a specialized web
transfer protocol for LLNs that conforms to the REST style. There is a
uniform resource identifier (URI) for every device. Contrary to the hyper-
text transfer protocol (HTTP), it employs the user datagram protocol
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(UDP) instead of TCP. It enables asynchronous message exchange with
low complexity parsing. HTTP-CoAP mapping is standardized.

m GS1 EPCglobal: EPCglobal is a GS1 initiative to develop industry-
driven standards for the electronic product code (EPC) to support the
use of radiofrequency identification (RFID) in today’s fast-moving,
information-rich, trading networks. In particular, EPC information ser-
vices (EPCIS) is an EPCglobal standard designed to enable EPC-related
data sharing within and across enterprises. In this way, at least, data cryp-
tography is pertinent when transferring data between different compa-
nies, since common Internet links are used in this case.

MQTT is typically used for machine-to-server (M2S) scenarios, while
AMQP is typically employed on server-to-server (S2S). DDS is focused on
machine-to-machine (M2M) communications. While MQTT does not support
real-time operation, DDS is focused on supporting timely data distribution
among devices. Concerning the relation with the current Internet, MQTT and
AMPQ relay on TCP/IP sockets, while DDS specifies a reliable real-time pub/-
sub wire protocol DDS interoperability wire protocol specification (DDS-RTPS)
aimed at a UDP/IP stack or other data encapsulations (TCP/IP or direct shared
memory inside a node). Besides the traditional TCP/IP stack, CoAP can also run
over 6LoWPAN.

MQTT also enables the bypassing of TCP/IP by using a modified standard
called MQTT for sensor networks (MQTT-SN). This standard supports direct
transport of MQTT-SN messages over 6LoWPAN or even ZigBee. AMQP con-
nections are always established by publishers/subscribers to the message bro-
ker. First, they must open a TCP socket and the initial exchanged messages
define the capabilities and limitations of each side. For constrained networks, it
could be expensive to exchange this information on each connection, so AMPQ
has a mechanism to omit some negotiation messages on consecutive connec-
tions. Although the dependence on the current Internet stack brings a lot of
benefits, it also has a number of limitations, as we shall see in the following
subsections.

A common aspect of MQTT, AMQP, and DDS is the adoption of the pub/-
sub communication paradigm. In this paradigm, information owners (principals)
publish measured data to authorized peers. The interoperability between publish-
ers and subscribers can be a problem in MQTT, since the message payload format
needs to be agreed among peers before any data transfer. DDS is an example of
pub/sub being applied to mission-critical applications, where constrained delay
is required. A challenge here is to deal with a large number of pub/sub nodes.
Kyoungho An et al. [4] explore the scalability of the DDS pub/sub discovery
protocol. Pub/sub has a direct relation with architecture security and privacy.
The IETF stack for IoT does not adopt the pub/sub model. Rather, it is based on
the classical request/reply model.
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Considering particularly the logistics and supply-chain field, we can high-
light the adoption of the EPCglobal Class 1 Gen 2 standard [18], which pro-
vides the notion of the EPC to uniquely identify a physical object stored in an
RFID tag. Briefly, the main objective of EPCglobal is to provide an architecture
to collect vast amounts of raw data from a heterogeneous RFID environment,
filter them, compile them into usable data structures, and send them to com-
putational systems. To accomplish this, EPCglobal defines the following compo-
nents [30]: (i) RFID readers (also denoted as RFID sensors); (ii) application level
events (ALE) for filtering and collecting EPC data; (iii) EPC information services
(EPCIS) to store EPC data, as well as to exchange this data along the EPCglobal
network; (iv) EPC capturing applications, as a box-in-the-middle between ALE
and EPCIS, regulating how the former sends data to the latter. Each company has
its own set of components, so the idea is to generate value by providing a standard
way of capturing data from objects between the partners involved in a particular
application field (including, for example, suppliers, enterprises, resellers, clients,
buildings, and users).

Given the potential size of the data generated by sensors and related devices,
a trade-off will need to be found between in-network processing and aggregation
techniques versus streaming data to the external support system. This trade-off is
not an easy one. It depends on the capabilities of the distributed sensor network,
the communication channel between sensor network and support system, and
the support system itself. In some cases, a networking delay or the intermittent
connectivity could hinder external support, requiring more computing power at
the IoT nodes. This balance may affect the amount of energy spent on nodes,
limiting the energy they could spend on security issues.

In the following subsections, we will analyze how these technologies relate
to emerging paradigms for future ICT architectures. The idea is that the IoT faces
the same challenges that the current Internet does. We will highlight some of the
aforementioned technologies’ limitations from the perspective of these state-of-
the-art paradigms. We contend that more synergistic approaches are required to
maximize IoT potentials.

11.2.1 Naming and name resolution

Names inhabit the human mind. People like to denote things by names. Names
are symbols used to denote one or more individual existences. In this case, fo
denote means to represent something by signals. By definition, names denote
meaning and sense. However, there are names that are almost randomly gener-
ated, having “weak semantics.” One can call a car “xyzwertyu”; however, this
name makes sense only for the owner or other closely related people that have
been introduced to it. Another example: One can denote a car by a sequence of
symbols that typically carry “weak semantics,” that is, the numbers and letters
on its license plate (e.g., 1ABC234 in Figure 11.3). Or yet, one can call a car
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Figure 11.3: People attribute “weak semantics” and meaningful names to physical
(e.g., a car or a house) and virtual existences (a computer program or a file). If
they are unique in some scope, they can be used as identifiers and locators. There-
fore, bindings among names (or name bindings) can capture all sort of relationships
between virtual and physical existences. They can represent semantic relationships
like ““contains,” “is contained,” or ‘‘close to.” In this example scenario, the car is
“close to” the house, and “contains” the tablet and smartphone. Also, the person “is

contained” in the car.

by its brand, for instance “Bugatti Veyron,” which has more “strong semantics.”
A last example is the binary word obtained at the output of a hashing algorithm.
This binary word (also called hash code) can be used as a name—a self-verifying
name (SVN). In this case, the binary input of the hash function can be the phys-
ical existence of an item itself (e.g., computer program executable, source code,
or information files) or other binary input related to the entity being named (e.g.,
entities’ immutable attributes). In the first case, the name is said to be self-
certifiable, because at any time the existence’s binary words can be hashed again
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to get exactly the same name. In the second case, the perennial physical exis-
tence attributes can be digitalized again to certify the name. Figure 11.3 illus-
trates some hash names calculated for physical and virtual existences. “Hash 1,”
for example, can be obtained from the perennial attributes of “Bidwell Mansion”
in the USA, such as its physical proportions. “Hash 2” can be obtained from car
attributes, like the chassis number or serial numbers. “Hash 3” could be based
on the biometrics of human body. “Hash 4” may be obtained from device serial
numbers or processors’ unique IDs. “Hash 6” may be generated from entire exe-
cutable binaries.

Emerging paradigms, like information-centric networking (ICN) [12, 14, 38]
and service-centric networking (SCN) [3, 8, 37], put naming at the core of
architecture design. According to these approaches, the host-centric Internet is no
longer appropriate for modern requirements, like content distribution, in-network
caching, name-based routing, name resolution, and named-services chaining. By
name-based routing we mean a routing approach that uses content or service
names instead of IP network addresses in packet headers. Name resolution means
to locate an entity by its name, as with in the current Internet where domain
names are resolved to IP addresses. Name-based service chaining means to cre-
ate a chain of services using their names instead of their locations. These authors
contend that contents and services should be named directly, independently of
host naming. Sockets and uniform resource identifiers (URIs) are too limited
for this. The only way to implement these new ideas on the current Internet is
to use the World Wide Web as an overlay. What these paradigms defend is to
replace the current TCP/IP stack “narrow waist” by names. The current Inter-
net naming solution, either v4 or v6, will have a great impact on the IoT. The
IoT also requires the aforementioned improvements, for instance, information
objects naming, in-network caching or named-services chaining, to improve its
efficacy, security, provenance, mobility supports.

Some of the current IoT technologies propose incremental solutions to
overcome Internet naming limitations. MQTT employs a unicode transformation
format (UTF-8) string to create hierarchically named topics that facilitate pub-
lishers’ and subscribers’ meeting. The MQTT brokers filter messages according
to the topics. A topic example is: “Brazil/Minas Gerais/Santa Rita do Sapucai/
Inatel/Room II-17/temperature.” However, MQTT topics fall into the human-
readable names category [14] and therefore suffer from: (i) weak binding to
the real-world entity that produced the information; (ii) security dependence on
name trustworthiness; and (iii) vulnerability to phishing attacks where malicious
names are created similar to real ones to confuse people.

Sastry and Wagner analyzed security issues for IEEE 802.15.4 [32].
Addresses are IEEE-defined 64-bit extended unique identifiers (EUI-64). These
addresses contain numbers that identify organizations and companies behind
nodes. Since IEEE is directly involved in generating these IDs, improved name
binding to real-world authority is provided. The same is true for IEEE 802.15.4e.
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IPv6 addressing is considered by many people as the main claim to change
between IPv4 and IPv6. This is due to the depletion of globally valid IPv4
addresses. IPv6 is used for naming hosts. Due to its large size (128 bits), 6L.oW-
PAN emerged. The IETF 6top standard allocates 16-bit identifiers for nodes that
join a network. It is not clear how these IDs are generated.

CoAP URIs are defined as: coap[s]: <host>: <port>/<path> <query>.
Observe that a URI has the same dependence on host names. CoAP follows the
classical request/response model of HTTP. IETF standardized HTTP-CoAP (HC)
mapping using proxies. TCP connections need to be mapped to UDP segments in
the HTTP to the CoAP direction. URI mapping is required to map URIs between
two different protocols—a complex task—an example that adopting two stacks
can create more complexity.

The DDS global name space (GNS) provides data-centric communication
among nodes. Data objects (content) are addressed by topic name and key. Com-
munication among publishers and subscribers only happens if there is a topic
match. DDS topics can have different syntaxes and are specified using script
programming languages, such as interface definition language (IDL), extensi-
ble markup language (XML), or unified modeling language (UML), among oth-
ers. Topic names are typically natural language strings, like “TempSensorTopic”
for a temperature-related topic. Topic names are bound to domains, which have
32-bit integer identifiers. The key is also an integer used to identify records of
the same topic.

These examples illustrate the diversity of naming in IoT technologies. Nam-
ing has an important role in the security and privacy of ICT architectures, and the
IoT is no exception. Ghodsi et al. [14] contend that self-verifying names (SVNs)
have better security properties than natural language names (NLNs), since they
allow straight verification of the binding between name and entity. The conver-
gence of SVNs and the IoT are two topics which are largely underexplored nowa-
days. None of the aforementioned technologies use SVNs right now currently
and many cannot use them even if desired. This is a huge gap to be overcome
for the IoT.

11.2.2 Identifier/locator splitting

Names can be used as identifiers if they are unique in some scope. The scope
can be a domain, a city, or a country, and so on. Therefore, to be used as an
identifier in some scope, a name must be unique in that scope. For example, in
a certain small city, the name “John Smith” can be used as an identifier, while
in other major cities more than one person could have this name. Thus, we can
define an identifier as symbols used to unambiguously identify some individual
existence from others to some extent. The name “Raymond Kurzweil” identifies
the famous entrepreneur and inventor worldwide.
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A locator denotes the current position at which an individual existence inhab-
its or is or attached to in some space. A space is the set of all possible positions
which some individual existence can inhabit or be attached to. Therefore, from
a certain space definition, one can determine how close or far apart two exis-
tences are. Interestingly, a name can be a locator if it is possible to derive
notions of distance from its interpretation. For instance, a geographic coordi-
nate systems is composed of three names: latitude, longitude, and elevation. In
Figure 11.3, consider the famous “Bidwell Mansion” in the USA. The name
“39°43” 56.47"N121°50" 36.53""W” can be used as a locator for this physical
existence, as well as the address “525 Esplanade, Chico, California.” Even the
identifier “Bidwell Mansion” may be used as a locator if it is unique nationwide.
Interestingly, using some mapping system it is possible to derive the notion of
distance between the entities named as “Bidwell Mansion,” “39°43” 56.47'N.”
and “1ABC234.”

The IP network address has a double functionality [5]. It works not only as a
locator for datagram routing on an IP network (or subnetwork), but also as a host
identifier for upper layers on a TCP/IP stack. The IP address is a component of
Internet sockets, together with port numbers and the information about the used
transport layer protocol (TCP or UDP). Services identify other target services
using sockets. Thus, when a computer moves from one network to another, its
IP address changes, affecting established sockets, generating instability in the
session state [5]. Also, observe that this solution enmeshes service names with
host locators, hindering services to communication independently of host loca-
tions. In addition, it makes identifiers opaque, since they will be restricted to
autonomous systems—behind a network address translator (NAT) barrier.

With ID/LOC splitting, IDs are used by the application and transport layers
to identify a node, while the locators are used by the network layer to logically
locate them in the topology and route packets to/from the nodes. Mobility is
supported by rebinding the name used to identify the node to the new locators.
Figure 11.4 illustrates the current situation of Internet node mobility and what
would be a future solution with SVNs as IDs and LOCs.

The majority of current IoT technologies do not support ID/LOC splitting
for sensor and actuator nodes. The exception could be 6LoWPAN with mobile
IPv6 (MIPv6). Montavont et al. [22] contend that MIPv6 can be successfully
used together with 6LoWPAN. Kim et al. [19] propose an approach for mobility
support on wireless sensor networks (WSNs) using ID/LOC splitting. They also
contend that ID/LOC splitting can be supported by IoT nodes despite its energy
fingerprint.

Regarding IoT services, CoAP does not decouple URIs from locators. DDS
employs SDP for service discovery. SDP is based on special topics to provide
service advertising and discovery. Therefore, it supports identifiers decoupled
from underlaying network locators. For this, topic names should be mapped to
DDS-RTPS locators.
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Figure 11.4: In the current Internet, when a node moves from one network to
another, its IP address changes (from 143.106.52.3 to 10.0.0.3), affecting the node ID
and LOC. There is no problem with changing the LOC, but changing the ID causes
inconsistent states in upper-layer applications. In future architectures, the ID and
LOC are decoupled. The ID never changes unless the entity itself changes. Many
emerging ICT approaches use SVNs as IDs or LOCs, but this is far from reality in
the IoT panorama.

One can expect that a significant portion of IoT devices will be mobile.
Therefore, IoT architectures should support devices ID/LOC splitting. However,
networked devices are not the only things that will move in IoT scenarios. Mobil-
ity of services is also a prerequirement. Service ID/LOC is a widely unexplored
problem on in Internet-based SOA. 10T services need to have perennial IDs, mak-
ing them accessible independently of their locators. In addition, to improve trace-
ability and provenance of information, unique identifiers for services and devices
are required. An IoT with NAT creates opaque IDs, which discontinue end-to-end
traceability.

11.2.3 Resources, services, and content orchestration

We envision the challenge related to spontaneous interactions among devices and
the support of a distributed system for that. For example, associations between
devices are routinely created and destroyed by identifying and locating a device,
such as a sensor. According to Presser et al. [28], the idea of “social devices”
requires not only the unique identification of nodes, but also the nodes’ capacity
to discover peers and establish trustable relations, including service-level agree-
ments (SLASs).
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The DDS standard provides mechanisms to expose node interests, as well
as the kind of information each node can provide. DDS automatically connects
to subscribers to topic-related publishers. Also, the nodes (or a support system)
must be capable of semantically interpreting information, allowing them to col-
laborate with each other toward a common objective. MQTT provides a similar
topic-based coordination among services. Interestingly, MQTT-SN allows mul-
tiple broker discovery.

CoAP provides representational state transfer (REST) [7] web services ade-
quate for LLNs. REST-style resource discovery on constrained environments was
defined in IETF RFC 6690 [33]. This RFC proposes the concept of constrained
RESTful environments (CoRE), which aims to perform efficient REST suitable
for current IoT nodes. The aim is to discover IoT resources behind a CoAP web
server, as well as their attributes and formats. The responses to queries are CoRE-
specific links that identify and provide metadata about [oT resources. CoRE pro-
vides the means to create IoT-resource directories.

The IoT requires joint orchestration of physical resources (sensors and actu-
ator nodes), services, and content/information. Current technologies implement
the orchestration of these separately, duplicating systems to deal with the life
cycle of each of these architectural components.

The support for natural language names (NLNs) is required for “semantic-
rich” orchestration. However, NLNs need to be bound to SVNs, to provide
increased security, as previously discussed. The dissemination of unencrypted
NLNs or SVNs to express intent can violate users’ or nodes’ privacy. While
disclosure of topics of interest is fundamental to the exchange of contextual-
ized information, the public disclosure of all interests may affect people’s and
machine privacy.

In addition, SLA support for the orchestration of physical resources and ser-
vices is missing in all approaches. It is required to tie peers together and create
trust networks among IoT resources/services. The absence of agreements govern-
ing the degree of privacy and confidentiality among publishers and subscribers is
noticeable in current standards. Content processing, exchange, and storage need
to be governed by secured contracts (SLAs), which create the required trust net-
works for reliable, private, and secure operation, control, and management.

Physical-world resources need to be securely exposed by software, which
represent them and negotiate SLAs with trustable peers. This process needs
to be more automatic, less dependent on human interference. This is very
important to meet the impressive [oT scales we are going to achieve in the
next decades. The secure, integrated life-cycle management of services and
contents, together with physical resources, will require innovative approaches
and is required for the success of the IoT. Reputation systems, trust network
formation, entities’ social behavior, innovative distributed algorithms, naming,
name resolution, and many other emerging approaches should be elegantly inte-
grated. The balance between expressiveness, “semantic-rich” exposition and
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subscription, constrained resources, and security issues poses a fantastic chal-
lenge for designers of future IoT technologies.

11.2.4 Security, privacy, and trust

The IoT, as a distributed system, would have the same performance hurdles and
security threats as distributed mobile ad hoc networks (MANETSs) [9]. Some
common attacks that represent a critical challenge to trust and reputation systems
are described by Zhang in [39].

Sensitive information can be used by control systems that may represent a
threat to safety, or malicious nodes may attempt to disseminate false or corrupted
information. The system should be designed to minimize selfish and malicious
behavior, as well as to support flexible security and privacy mechanisms.

Applications may require a broad range of protocols and security
mechanisms. From simple end-to-end secure channels through public key
infrastructures (PKIs) to distributed reputation and voting systems, ingenious
protocols can be employed using symmetric and asymmetric cryptosystems,
cryptographic key management, authentication, authorization and accounting
(AAA) systems, threshold cryptography, and so on.

On the other hand, security mechanisms to verify authenticity, integrity, and
reputation features may be required for the operation and management of the
network itself. Several distributed cryptographic, trust, reputation, and currency
systems can be combined to promote an integral trust solution, making them
ideal to be employed in applications built by service composition.

Sophisticated trust and reputation systems have been proposed, some of them
even providing distributed reputation and quality assurance for any node, mes-
sage, or piece of information. Some models designed include data-centric trust
establishment (DCTE) [31] frameworks and distributed emergent cooperation
through adaptive evolution (DECADE) [21].

The capacity to securely exchange data and learned knowledge is also a
prerequirement asserted by Presser et al. [28]. MQTT v3.1.1 [10] only pro-
vides general guidance on security. There is no standardized mechanism for
MQTT security. However, it recommends brokers that implement transport layer
security (TLS) via TCP Port 8883. According to this standard, MQTT is just
a transport protocol and security mechanisms are out of scope. Neisse et al.
[23] discuss MQTT security issues and propose policy enforcement rules at the
MQTT layer.

AMQP security is based on TLS over TCP and the simple authentication
and security layer (SASL) or the traditional secure socket layer (SSL) can be
used. Authentication may require human intervention to provide a username and
password when accessing resources’ URIs. However, digital certificates can be
adopted when SSL is selected together with TCP. The AMQP payload can be
encrypted to increase security in communication.
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DDS standardized a more general security model in 2014 [29], where (i) user
requirements are specified; (ii) mechanisms to secure topics and data objects
are provided; and (iii) authorization exists to perform topics and data objects
access or manipulation. The aim is to secure the entire DDS global data space.
According to DDS security standard 1.0 [29], DDS provides secrecy, integrity,
and nonrepudiation of data objects, as well as authentication and authorization of
data writers and readers. There are limited functionalities such as domain joining,
definition of new topics, publishing or subscribing from a specific topic, or even
writing/reading topic values identified by topic keys.

IEEE 802.15.4(e) addresses link layer security issues. Sastry et al. [32] men-
tion that the aims are (i) authentication of devices; (ii) secrecy and integrity of
messages; and (iii) protection against replay attacks. Symmetric cryptography
is used to create a checksum that is transmitted on frame headers and verified
at the receiver’s end. Therefore, a key is secretly shared between transmitter
and receiver. Confidentiality is based on the semantic security technique, which
uses nonces to introduce variability into encryption process. Replay protection is
based on sequence numbering.

Although many of the current IoT technologies provide security solutions,
usually they do so incrementally and are focused on individual requirements,
often depending on the notoriously problematic protocols we have today. Broader
architectural solutions are hardly possible, because new technologies often have
to live with the older ones—many of them designed in times when security and
privacy concerns did not exist. We advocate for more deep rethinking of archi-
tectures to truly address IoT security, privacy, and trust challenges.

11.3 Introducing NG as an IoT Architecture

The NG! project started in 2008 with this question in mind: Imagine there is
no Internet architecture right now; how could we design it using the best con-
temporary technologies? A vast survey of emerging paradigms for new Internet
architecture was carried out, resulting in a selected list of foundational ingre-
dients. Among them there was the so-called IoT. The project aims to integrate
these ingredients into a cohesive design, where one ingredient favors others, cat-
alyzing the overall potential. In this sense, the [oT was related to many other NG
ingredients such as name-based content and service orchestration.

The recent development in the future Internet architecture shows that
IP-based Internet architecture has limitations when it comes to interconnection
of devices in the world of IoT objects and devices. Scalability and portability
are two points where NG can score over other Internet architectures. NG archi-
tecture will have native support of distributed systems and the ability to evolve

Uhttp://www.inatel.br/novagenesis/.
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its functionality to accommodate new, as yet unforeseen, requests over time for
exchange and distribution of data.

A simple NG service is being developed to be embedded at IoT nodes. This
service aims to implement some NG novelties at sensors and actuators, enabling
them to exchange name-based messages, as discussed at subsection 11.3.1. For
small-capacity IoT nodes, proxy/gateway (PG) services can represent them in the
NG cloud, enabling dynamic contract establishment in the name of the “things.”

The PG service (PGS) model provides a distributed gateway and interoper-
ability solution adequate for the heterogeneity of IoT platforms, protocols, and
device implementation. The PGS can also be extended to change configurations
at controlled IoT nodes, as well as to detect their status. This model goes in the
direction of a software-defined IoT, where nodes are controlled by NG services.

The Internet architecture follows a “narrow-waist” design, which has a great
impact on the success of the present Internet. It forces that applications and proto-
cols to be made above the waist, supporting the physical media, physical layers,
and access technologies below the waist. But this has a drawback, especially
regarding the dual semantics of IP addresses and obsolete fields in headers.
As technology evolves, we are talking about the interconnection of billions of
devices. This is where the present Internet architecture faces problems. This is
where IPv6 comes into play, but it also faces problems because of the same “nar-
row waist” and the large size of datagram headers.

The NG pub/sub “narrow waist” resembles the DDS link protocol, but with
the advantage of integrating several FIA ingredients, such as the naming struc-
ture, binding resolutions, software-defined, mobility-friendly, self-organizing,
service-oriented designs. In fact, NG extends DDS in many ways, including
“semantic-rich” integrated orchestration of contents, services, and IoT resources.
NG provides a renewed naming scheme with dynamic messaging, where identi-
fiers are decoupled from locators, supporting mobility by rebuilding name bind-
ings. NG protocols are implemented as services, enabling dynamic protocol
orchestration, self-adaptation, and evolution. They enable the emergence of more
efficient and modern protocols for the IoT, which can operate aware of several
issues such as energy, delay, communication opportunities, and so on.

11.3.1 Naming and name resolution

NG uses natural language names (NLNs) and self-verifying names (SVNs) to
identify entities (physical or virtual) at some scope. When a service is initialized,
it publishes the bindings among several NLNs and SVNs. It may also publish
descriptors exposing its features. Representative services can reveal physical-
world resource capabilities and states.

Every service can be addressed by subscribing to these initial bindings recur-
sively. As the combination of a port number and an IP number addresses a port
in the current Internet uniquely, SVN tuples allow the same for NG services.
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For example, consider a proxy service that inhabits some OS. This service can
generate an SVN, let us say A1, and assume that this name is an address for this
service inside of the local OS.

Likewise, the OS can generate an SVN, let us say B1, and assume that this
name is an address for this OS inside a certain host. The host can also have an
SVN, let us say C1, which can be used to address this host inside a domain
(D1). The resultant tuple, A1-B1-C1-D1, enables any other service to address
a message to this proxy service globally. Additionally, natural language names
linked to this tuple facilitate search and discovery of service access points.

On the current Internet, when a host moves from an autonomous system to
another, its IP address could change, causing a change in the identity of the host.
This results in an undesirable loss of traceability, as well as possible loss of
connection. In the NG approach, there is no loss of traceability, since the host
remains with the same SVN after movement. Suppose the host of the aforemen-
tioned proxy service moves to a new domain, let us say D2. The SVN tuple
changes to A1-B1-C1-D2, while the host continues with the SVN C1 despite
the movement. Therefore, the mobility of a host in the NG approach requires the
removal of the first name binding (C1-D1) from the name resolution service and
the publication of a new name binding between C1 and D2. This solution is self-
similar, since it could be applied for the mobility of any existences, including
content, services, hosts, and so on.

NG SVNs are generated from entities’ immutable patterns, as illustrated in
Figure 11.5. As long as an entity maintains its immutable attributes, its SVN will
be the same. Therefore, even in ephemeral ad hoc networks, entities can pre-
serve their SVNs, while opportunistically connecting and communicating. NG
services maintain contracts that are bound to entities’ SVNs. Thus, an entity’s
reputation can be determined based on contract analysis. Additionally, the NG
pub/sub service can support new techniques like data-driven trust [31].

11.3.2 Identifier/locator splitting

NG allows names to be used as identifiers and locators. NG borrowed the idea of
adopting SVNs as identifiers and locators from other ICT architectures, particu-
larly NetInf [11] and XIA [16]. As previously mentioned, a locator should pro-
vide a notion of distance between entities in some space. As one might expect,
it is not possible to derive such a notion of distance from SVNs—they are flat
(semantic-free names). NG provides a notion of distance by using SVN bindings.

SVNss are certified. They can be checked anytime for integrity. They are flat,
since they do not depend on a network hierarchy. Only the bindings among SVNs
change according to the network hierarchy. SVNs can be globally unique, avoid-
ing the current lack of addresses on the IPv4 Internet. In the case of host mobility,
the services’ addresses (tuples) change, but their identifiers, that is, SVNs, remain
the same (see Figure 11.4). In other words, only the name bindings change.
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Figure 11.5: Naming and name binding on NovaGenesis. Natural language (mean-
ingful) names are related each other creating an ontology. Self-verifying names
(SVNs) are also bound to create a graph of meaningful free names. NLN to SVN
bindings or reverse bindings create the link to accommodate not only “semantic-
rich” orchestration, but also the provenance of the contents.

The SVNs remain the same while the entities do not change their binary pat-
terns or attributes. In summary, NG generalizes ID/LOC splitting to all entities.

11.3.3 Resources, services, and content orchestration

An NG service can publish its name (NLNs and SVNs) bindings to other ser-
vices. This is similar to publishing a graph of names. This publication can reveal
services’ relationships to devices, people, and contents. Figure 11.6 illustrates
this process. Services can reveal their features, interests, and intents publicly or
privately. This is much more extensive and useful to IoT developers than pub-
lishing data in a topic or forwarding topic-based messages. NG accommodates
entire service using NLNs and SVNss.

After revealing their name graphs, services look for possible peers.
Figure 11.7 illustrates the NG service discovery phase. Services subscribe to
NLN:s related to their contract interests. Of course, developers will need to pro-
vide meaning full (semantic-rich) keywords to facilitate finding good candidates.
If a service discovers a good candidate (it needs to evaluate this), it publishes a
contract/SLA offer.

Observe that one can develop representative services for “things.” These ser-
vices can reveal the physical features of sensors and actuators, negotiating con-
tracts in the name of “things,” and configuring and managing devices to reflect
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Antonio’s
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Smartphone 2

Scalifax

Figure 11.6: Several of Antonio’s applications publish their name bindings using
the NovaGenesis pub/sub service. We call this service the exposition phase. In this
particular example, “Photo App 1” and “Photo App 2” announce that they have
Antonio’s photos, while ‘“Photo store app” announces that it stores Antonio’s pho-
tos. Obverse that natural language names are bound to each entity’s self-verifiable
names. Thus, semantics orchestration employs NLNs first, and SVNs thereafter, to
improve security.
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Figure 11.7: Antonio’s services discover each other using meaningful keywords
(NLSs) and publish contract/SLA offers to candidate peers. Pub/sub may be
encrypted using asymmetric cryptography. Therefore, SLA offers can be kept secret.
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the required QoS, energy restrictions, and tuning for constrained environment.
This approach is adequate for the IoT, since one cannot expect that contempo-
rary IoT devices will be able to establish contracts by themselves.

NG enables services to form trust networks, where every service has a repu-
tation, as in online e-commerce websites that we have today; for example, eBay.
Every service has a reputation and this reputation is verified before establishing
service contracts (SLAs). Thus, services are evaluated regarding possible threats
and risks. Secure services of good quality will prosper, while bad services, sus-
pected of being unsafe, will have their reputation reduced, naturally forcing them
to improve or disappear.

Services may hire agreements with other services to evaluate the reputation of
their mutual SLAs. These reputation services (RpSs) can distributively provide
reputation and quality assurance for any node, message, or piece of information.
Information is secured per se and its dissemination depends on the contracting
establishment and traditional secrecy and integrity mechanisms.

It is only after having established agreements that the services start the secure
exchange of Named information. This is illustrated in Figure 11.8. Interestingly,
to those entities authorized to view it, content provenance can be broadly veri-
fied, as illustrated in Figure 11.9. NG publishes name bindings from a distributed
web of relationship representations, enabling authorized services to navigate
among contents, services, and hardware relationships. Authorized services can

Here are

arhy

0
photos! Checking data

integrity and
provenance.

Smartphone 1

Antonio e Photo store
Alberti ] . app

Here are
my
photos!!

Scalifax

Figure 11.8: After SLA establishment, services can securely publish and subscribe
data to their peers. Now, data integrity can take advantage of self-verifying names
and their bindings. The two photo applications send their pictures to the “Photo
store app.”
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Figure 11.9: Provenance can be determined by decrypting SVNs backward from
the subscriber service up to the original content publisher. For instance, the SVN
€“01011223...” of the female picture can be bound to the SVN “FA32412...” of the
“Photo store app.” By resolving this name binding, an authorized entity can deter-
mine the provenance and integrity of the exchanged data. This approach can be
allied to the established SLLAs among services, enabling the creation a trustable fel-
lowship of “things,” representative software in the IoT context.

derive complete graphs of relationships, clearly determining provenance, nonre-
pudiation, and other security properties. Name bindings can be encrypted using
asymmetric cryptography, linking entities to SVNs, as recommended by Ghodsi
et al. [14].

Traditional security services, like PKI, distributed reputation, and voting sys-
tems need to be mapped to NG abstractions. Novel approaches can emerge when
combining the NG service framework with contemporary security techniques.
However, this subject is still in its beginnings and intensive research is required.

11.3.4 Security, privacy, and trust

The NG security model is founded on the following cornerstones:

m Self-verifiable names: These have better security properties than natural
language names [14]. They enable data integrity checks and can be aggre-
gated using name bindings, providing very good scalability for message/
packet forwarding or routing.

®  Pub/sub communication model: Represents a change from the traditional
“receiver accepts all” paradigm to a loosely-coupled pub/sub model
[13]. In the pub/sub paradigm, contents are published by services and
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subscribed to by others. Thus, a service publishes a content and autho-
rizes other services to subscribe. A target communicating service needs
to be authenticated and obtain authorization to have access to certain
information. Pub/sub allows a secure, asynchronous rendezvous between
publishers and subscribers. NG extends this model with SLAs among ser-
vices. It also enables revocation of published bindings and data, as well
as changes to authorizations.

Contract-based model: Serviceable information is transferred using pub-
/sub only after establishing an SLA. This enables the formation of trust
networks among services, especially representative services for physical-
world “things.” “Things” cannot compute by themselves (maybe in future
they will in the future), so they require software representatives. Repre-
sentative services can establish SLAs in the name of “things,” exposing
its features, capabilities, constraints, status, and so on to peer orchestra-
tion services. Policy enforcement can be carried out in the context of
negotiated SLAs.

Self-organizing services: This allows the formation of a service’s “social
behavior,” which can facilitate recognition of illegal/misbehaving ser-
vices and malicious content. It enables the incorporation of immuno-
logical systems aspects in IoT scenarios. One can expect that malicious
devices will try to get illegal access to or threaten IoT services, causing
real damage, especially in smart home, e-Health, smart grid, and public
service environments. In addition, many of the required actions to main-
tain safety and privacy will be intensive and on huge scales; therefore,
self-organization based on user policies is a good premise [28].

Unbiased contract, reputation, and trust evaluation: Such resources will
allow a virtuous cycle of increasingly enhanced solutions for security and
privacy. Autonomous decision cycles require precise evaluation of SLA
results obtained. Reliability and risk can be better determined if precise
and trustworthy estimates of reputation and trust are available.

Built-in policy definition and enforcement: Service contracts can imple-
ment user/machine policies, enforcing their application in the autonomic
cycle of “things,” representatives.

Distributed algorithms: Pub/sub and SLA-based orchestration creates an
environment that favors distributed key generation and cryptography.
Voting and coordination of entities can be established toward “social
devices,” security, privacy, and trust. Distributed/hierarchical certification
chains are also a possibility.

Deterministic building: Self-verifiable naming claims for determin-
istic building (or compilation) of source codes. Such deterministic
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compilation guarantees that the same SVN will be generated for a certain
program every time it is compiled. Therefore, if any additional executable
code is inserted into a service, its SVN will change, indicating possible
back doors.

What NG can offer for IoT scenarios is the synergistic integration of these
foundations toward a modern architecture that addresses IoT challenges as
deeply as required. Current technologies will face limitations regarding naming,
name resolution, communication models, mobility support, flexibility, elasticity,
scalability, among other aspects. What this model offers are the mechanisms to
create emerging trustable fellowships of social, self-organizing “things,” together
with their software-as-a-service representatives, creating a state-of-the-art archi-
tecture to face the security, privacy, and trust requirements one may expect on
the future Internet.

11.4 Example Scenario

In the next decades, the quantity of devices on the Internet will increase expo-
nentially. The “things” will be the majority of devices—there will be no Internet
anymore without the things. Therefore, the Internet will certainly feel the pres-
sures of an army of network-enabled devices that will require scalability, unique
naming, addressing, secure and private handling of information, mobility, and so
on. The benefits of the IoT will be huge, as well as the challenges behind it. The
“things” will be the sensorial and actuating system of our converging human—
machine technologies. Every application will have detailed physical-world infor-
mation to make better decisions. Software-defined micro- and nano-*“things” will
ultimately lead to the emergence of so-called programmable matter.

However, to illustrate the ideas addressed in this chapter, we selected an
ordinary scenario we have today, which converges a smart home environment
with climate monitoring systems. Figure 11.10 illustrates this scenario, applying
NG’s aforementioned paradigms. In this figure, representative services named
with natural language and self-verifiable names reveal “things,” capabilities and
status, representing them in contract establishment and pub/sub information
exchange and storage.

The required actions emerge as a “social behavior” of “things,” their software
representatives, and smart assistants. The aim is to close a room window if there
is nobody at home and a violent storm is coming. A service represents the win-
dow. Many other software applications could represent the presence sensors that
determined there was nobody at home. All these representative software applica-
tions should be in the same “fellowship” as a smart home assistant. The assistant
can correlate the available knowledge and decide to close the window or not in
the case of some triggering event. The owners can specify policies beforehand
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Figure 11.10: An example scenario of NovaGenesis model for the IoT.

for managing and controlling their “things,” including safety procedures in the
case of natural disasters.

This solution scales very well, since it is distributed and bottom up, taking
advantage of pub/sub and self-verifiable naming. Imagine now you have not just
one window, but thousands of “things” forming a trustable fellowship of devices
at your home. Who is going to manage or control these devices? You? No, they
will manage themselves according to policies you (or some operator) define. The
IoT requires a secure auto-pilot—a self-driven society of devices, representa-
tives, and assistants/controllers; a smart solution capable of dealing with billions
of devices, their privacy, secrecy, and content provenance. This is illustrated in
Figure 11.11.

We envision the future Internet with “swarms” of physical-world represen-
tative services to represent our physical-world resources; let us say computers,
cars, roads, streets, energy systems, forests, transportation systems, farms, and
so on. These representatives will form name-based, trustable fellowships, which
will enrich the decision-making of assistants, controllers, and managers. Follow-
ing the right policies, these “swarms” of IoT services will help our information
society to address the most important problems we have today, including envi-
ronmental, social, economic, safety, and so on.

In summary, a smart ICT architecture for the IoT will enable people to
express their intents, preferences, and policies, which will drive intelligent appli-
cations toward better use and sharing of our fixed or mobile physical-world
resources, creating a self-organizing solution, where protocols are dynamically
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Figure 11.11: NovaGenesis approach for a secure, trustable IoT.
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changed to maximize efficiency, security, and privacy, alleviating error-prone,
ordinary tasks, as the Internet scales to much higher astronomical numbers.
NG offers an exciting environment for developing and deploying these ideas,
enabling us to integrate “things,” services, and information security, privacy,
and trust.
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Abstract

In MANETS, cooperative authentication, requiring the cooperation of neighbor
nodes, is a significant authentication technique. However, when nodes participate
in cooperation, their location may easily be tracked by misbehaving nodes; mean-
while, their resources will be consumed. These two factors lead to selfish nodes,
reluctant to participate in cooperation, and will decrease the probability of cor-
rect authentication. To encourage nodes to take part in cooperation, we propose a
bargaining-based dynamic game model for cooperative authentication to analyze
dynamic behaviors of nodes and help nodes decide whether or not to partici-
pate in cooperation. Further, to analyze the dynamic decision-making of nodes,
we discuss two situations: complete information and incomplete information,
respectively. Under complete information, subgame perfect Nash equilibriums
are obtained to guide nodes to choose their optimal strategy to maximize their
utility. In reality, nodes often do not have good knowledge about others’ util-
ity (this case is often called “incomplete information”). To deal with this case,
the perfect Bayesian Nash equilibrium is established to eliminate the implausi-
ble equilibriums. Based on the model, we designed two algorithms for complete
information and incomplete information, respectively, and the simulation results
demonstrate that, in our model, nodes participating in cooperation will maxi-
mize their location privacy and minimize their resource consumption with an
increased probability of correct authentication. Both the algorithms can improve
the success rate of cooperative authentication and extend the network lifetime to
160%—-360.6% of the present value.

Keywords: incentive strategy; cooperative authentication; dynamic game;
MANET
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12.1 Introduction

The mobile ad hoc network (MANET), recognized as a ubiquitous approach
for many applications such as habitat surveillance and environment monitoring,
has become a focus of research in recent years [1]. Technically, MANET is a
multihop wireless autonomous system without fixed infrastructures [2] and has
three important features: (1) Node resources (e.g., computing and communica-
tion resources) are limited; (2) they are interconnected through wireless links,
such as those formed by Bluetooth and Wi-Fi in ad hoc mode; and (3) they
are often deployed within openly hostile environments [3]. Thus, MANET suf-
fers from an increasing number of security threats (e.g., unauthorized access and
injection of false data) with high risks.

In order to cope with those security threats, cooperative authentication has
been proposed in recent years [4—13]. Generally, there are three kinds of nodes
in cooperative authentication: source nodes, neighbor nodes, and a sink node
(these are discussed in detail in Section 12.3). If a source node wants to prove
the authenticity of its message to the sink node, it requests its neighbor nodes to
participate in cooperation. If all neighbor nodes believe the message is true, then
the sink node also believes it is true. Such an approach can effectively enhance
the probability of correct authentication' (PCA). Generally, the more neighbor
nodes participate in cooperation, the higher the value of the PCA. Cooperative
authentication not only drastically enhances the PCA, but also mitigates the ver-
ification overheads of the sink node.

Although cooperative authentication demonstrates these advantages, selfish
nodes may be unwilling to participate in cooperation due to the following rea-
sons. (1) Leakage of location privacy: Generally, communication between nodes
relies mostly on open wireless channels, and the locations of nodes can be easily
exposed to a misbehaving node [14, 15]. (2) Consumption of resources: Par-
ticipating in cooperation tends to consume more of the node’s resources and
decreases its overall lifetime. Those two factors make nodes disinclined to par-
ticipate in cooperation and reduce the PCA. Thus, incentivizing an appropriate
number of nodes to participate in cooperation is a key issue.

In order to solve the above problem, we propose a bargaining-based dynamic
decision to balance the conflict between increasing the PCA and decreasing the
loss of nodes participating in cooperation. Our core idea for this issue is to incen-
tivize an appropriate number of neighbor nodes to participate in cooperation by
using a virtual currency and to maximize their benefits at an acceptable cost via
a dynamic game. In summary, our main contributions are as follows:

1. To encourage an appropriate number of neighbor nodes to participate in
cooperation, we proposed a bargaining-based dynamic game model* for

! Authentication is correct if true or false messages are correctly recognized.
2We assume that neighbor nodes are rational individuals; that is, they decide locally whether or not to
participate in cooperation based on their utility.



302 W Security and Privacy in Internet of Things (IoTs)

cooperative authentication to analyze the dynamic behaviors of all nodes
and help nodes decide whether or not to take part in cooperation.

2. To analyze the dynamic decision-making of nodes, we discussed two sit-
uations of the dynamic game, with complete and incomplete information,
respectively. We obtained subgame perfect Nash equilibriums and perfect
Bayesian equilibrium under complete and incomplete information, respec-
tively, to guide nodes to choose an optimal strategy to maximize their
utility.

3. Based on our model, we designed two algorithms under complete and
incomplete information, and the simulation results show that nodes partic-
ipating in cooperation will maximize their location privacy and minimize
their resource consumption while ensuring the value of the PCA. They can
improve the success rate of authentication and extend the network lifetime
to 160%—360.6% of the current value.

The remainder of this chapter is organized as follows: In Section 12.2, we
present existing related work. Section 12.3 introduces the mechanism of coop-
erative authentication in MANET. Section 12.4 proposes a bargaining-based
dynamic game model for cooperative authentication. The fifth section analyzes
the dynamic game and develops two algorithms based on analysis results. Sec-
tion 12.6 conducts experimental results to demonstrate the effectiveness of our
model. Finally, Section 12.7 concludes the chapter and presents future work.

12.2 Related Work

The authentication problem, privacy problem, and dynamic behavior problem of
MANETs have been studied by many researchers. In this section, we present
the existing research studies related to the cooperative authentication mechanism
and location privacy protection in mobile ad hoc networks, incentive strategy,
and game theory.

12.2.1 Cooperative authentication

Due to limited resources and weak computing ability, most authentication mech-
anisms that work effectively for the Internet are unfit for wireless networks. To
solve this problem, lots of authentication mechanisms have been proposed; coop-
erative authentication is an important one.

Nyang et al. [6] presented a cooperative public key authentication scheme,
where a node stores a few hashed keys for other nodes and uses them to authen-
ticate messages cooperatively. This scheme avoids cryptographic operations and
can be used in the network with constrained resources. However, it is only
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designed for one-hop authentication, which makes it impractical and inefficient
for a conventional multihop wireless network. To solve this problem, Moustafa
et al. [12] employed a Kerberos authentication model, where the Kerberos server
is managed by the network service provider and plays the role of a trusted third
party for ad hoc nodes.

Although these schemes provide a degree of authentication, they increase the
authentication burden and the nodes’ computation overhead. To deal with this
problem, Zhu et al. [7] used a hash message authentication code to authenticate
messages cooperatively and alleviate the authentication burden by only verify-
ing a small number of messages. Additionally, Hao et al. [5, 8, 13] proposed
a cooperative message authentication protocol in vehicle networks. They aim to
alleviate vehicles’ computation overhead by means of sharing verification results.

Those mechanisms can alleviate the authentication burden and computa-
tion overhead of nodes. However, as they rely on the sharing of verification
results between nodes, and reliable result sharing requires trust transitivity, the
accuracy and reliability of authentication may be low. To solve this problem,
Lu et al. [4] proposed a bandwidth-efficient cooperative authentication scheme
to detect and filter injected false data with a high en-routing filtering prob-
ability. This scheme adopts a cooperative neighbor and router-based filtering
mechanism. Additionally, Vijayakumar et al. [10] proposed highly secured coop-
erative trusted communication using an object link state routing protocol and
message authentication between nodes. However, too many cooperative nodes
lead to greater authentication overheads. Lin et al. [9] proposed a cooperative
authentication scheme to eliminate redundant authentication of the same mes-
sage by different vehicles. This scheme can reduce the authentication overheads
of individual vehicles and shorten authentication delay.

Despite the fact that these mechanisms can improve the accuracy and relia-
bility of authentication, they require the unselfishness and cooperation of nodes.
These requirements often lead to location privacy leakage and resource consump-
tion for cooperative nodes, and further reduce the willingness of nodes to coop-
erate. Thus, a conflict is raised between increasing willingness of cooperation
and decreasing the loss of cooperative nodes. Few studies have looked at such a
conflict. Now, balancing this conflict has become a critical challenge in the area
of cooperative authentication.

12.2.2 Cooperation incentive

In order to encourage nodes to be cooperative, various incentive strategies have
been proposed, such as price-based [16—18] and reputation-based [19]. The basic
idea of a price-based incentive strategy involves providing incentives by way of
virtual currency paid to nodes for offering services. Zhang et al. [16] consid-
ered bandwidth exchange as payment to encourage cooperation. Zhang et al.
[17] proposed controlled coded packets as a virtual commodity currency to
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induce cooperative behaviors and reduce overheads. The reputation-based incen-
tive strategy uses the historical behaviors of nodes to assess their reputation, and
then distinguishes the cooperative nodes from the malicious (selfish) nodes by
setting a reputation threshold. Refaei et al. [19] introduced a time-slot mechanism
and proposed an adaptive reputation-based incentive mechanism to monitor the
changes in node behavior quickly and accurately. Considering all factors affect-
ing willingness to cooperate, we used fortune as a virtual currency to provide
cooperation incentives.

12.2.3 Conflict balancing

Game theory is a mathematics theory which is adept at modeling conflict
situations, analyzing the behavior of participants and predicting their deci-
sion. Manshaei et al. [20] overviewed existing research on security and privacy
in networks using game-theoretic approaches. Freudiger et al. [15] analyzed
the conflict between location privacy protection and the costs of pseudonym
changes in MANET and achieved balance between maximum location privacy
and minimum cost. Chen et al. [21] used coalitional game theories to evaluate
cooperation in VANETS, while presenting a scheme to stimulate cooperation in
message forwarding. We built a static game model for cooperative authentica-
tion to help nodes make decisions in our previous research [22] and assumed
that the players chose actions simultaneously. However, this assumption did
not fit the situation of dynamic decision-making, where each player performs
a sequence of actions according to others’ serial strategies. The reason is as fol-
lows: When a later player makes a decision, it will naturally adjust its strategy
selection according to the strategies of the earlier players. So, it is important to
study a dynamic game model to help nodes decide whether or not to participate
in cooperation.

12.3 Preliminaries

As shown in Figure 12.1, cooperative authentication consists of a sink node n;
and a set of mobile nodes MN = {ny, ny, ...} randomly deployed in a certain
area [4], where n; is a data collection unit with sufficient resources and any two
nodes share a key pair for authentication.

In Figure 12.1, if ny (also called the source node) wants to send a message
m to ng via an established routing path and prove its authenticity, it first selects
k neighbor nodes (denoted as k-NNs = {ny, ..., n;}) from all neighbor nodes?
(denoted as NNs = {ny, ..., ny}, where k < N* and N is the number of NNs),

3The NNs of a node refer to the nodes within its one-step transmission range.
4If k > N, the single process of cooperative authentication fails; while if k > N is always true, it means
that the network has expired.
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Step 1: Send message m

Step 2: Return message
authentication code mac

Step 3: Send m and mac

Mg

ny: Source node

ny...n;: Neighbor nodes

ny,: Base station

Figure 12.1: Basic network model of cooperative authentication.

and then sends m to its k-NNs and requests them to cooperatively authenticate m.
The k-NNs return a one-bit message authentication code (MAC) which denotes
whether or not m is true. After receiving MACs, n sends m and k-bit MACs to
n,. If all k-NNs believe m is true, then ng also believes it is true. Otherwise, it is
false and is rejected. Generally, nodes may be compromised by adversaries with
probability p. As shown in [4], any false identity/message will be recognized
if the following conditions are satisfied simultaneously: (1) at least one uncom-
promised NN participates in cooperation; and (2) adversaries cannot completely
and correctly guess all MACs generated by uncompromised NNs. The PCA is
formulated as Equation 12.1:

k

PCAzl—Z(f)Xp’x(l—p)k_’x% (12.1)
i=0

Given the PCA and p, we can calculate k£ from Equation 12.1; that is, the least

number of NNs (denoted as minCNN) that should participate in cooperation.

The higher minCNN is, the more resources are consumed and the more location

privacy is exposed. So, our goal is to incentivize precisely minCNN nodes to

participate in cooperation.

12.4 Bargaining-Based Dynamic Game Model
for Cooperative Authentication

In this section, we propose a bargaining-based dynamic game model for coop-
erative authentication. We present, in detail, an improved bargaining mechanism
[22] to incentivize an appropriate number of neighbor nodes to be cooperative
and design a dynamic game to support dynamic decision-making.
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12.4.1 Bargaining mechanism

In order to incentivize selfish nodes, we regarded authentication services pro-
vided by cooperative nodes as “goods” and proposed a bargaining mechanism to
improve the cooperation willingness of nodes. In our mechanism, the buyer is ng
and the sellers are NNs.

124.1.1 Factors affecting price

First, we discuss factors affecting the asking/bidding price.

1. The attribute of message m:

The attributes of the authenticating message, including the message length
Iy, lifetime of message T7TL,,, and the importance of message Imp,,, are other
important factors impacting the reservation price. The longer and more impor-
tant the message, the higher the reservation price.

2. Leakage of location privacy:

Here, similar to most approaches concerning quantifying location privacy
[23], the adversary’s uncertainty is used to measure the location privacy level
Priv; of n;, as in Equation 12.2a.

M
(a): Privi = —">_ p(locy|loci)log, p (locy|loc;)

d=1
(b): Privi, =log, M (12.2)

(¢): DLPP, = £ 0 < DLPP, < 1

vl )
Privi ..

where p(locy | loc,) denotes the conditional probability with which the pre-
dictive location loc,; corresponds to the true location loc; (1 < i< N ) and M
is the number of locations.

If the conditional probability is of a uniform distribution, then Priv; reaches
the maximum Privi, as in Equation 12.2b. DLPP; in Equation 12.2¢
denotes the degree of location privacy preservation of n;. For simplicity,
Privi . denotes the location privacy leakage for a cooperative process and

DLPP ., is a lower threshold to expose location privacy.

3. Node energy:

We use three metrics to measure the energy of n;: the initial energy Ener! .,
the current remaining energy Ener’, = and the consumed energy Ener’ =
& + BmX L (Where o, and 3, are weights) for a cooperation authentica-
tion process. Let Ener; = Eneri,  /Ener’ denote the fraction of remaining

energy of n; and Enerp;, is a survival threshold.
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4. Bandwidth:

We assume the bandwidth of the channel is BW ,,x. For a given value m,
BW,, = I,,/TTL,, is the required bandwidth. The utilization of bandwidth is
denoted by BW; = BW,,,/BW .

5. Required number of cooperative neighbor nodes:

To guarantee that the PCA reaches a given threshold value, we must ensure
that a given number of neighboring nodes participate in the process of coop-
erative authentication. Please note that higher numbers of cooperative nodes
do not necessarily imply a better service quality: the more neighboring nodes
that participate in cooperative authentication, the higher the value of PCA that
is reached and at the same time the more resources are consumed. Given the
positive authentication probability PCA, the required number of cooperative
neighboring nodes can be obtained via Equation 12.1 with the number repre-
sented by minCNN and requiring minCNN < N.

6. Fortune:

We use fortune as a virtual currency to pay for each authentication service
and provide a cooperation incentive. Let FT; denote the fortune of n; and FL;
represent the fortune level of n;, where FL; is defined as in Equation 12.3.

FT;/pl if FT; < pl
FL; =< (QFT;+wl—pl)/(pl+wl) if pl<FT,<wl (12.3)
2(wl—pl)/(pl +wl)+FT;/wl if FT,>wl

where:
pl denotes the “poverty line”
wl denotes the “wealth line”

pl < wl.F Ly, is the payment capability threshold for nodes

12.4.1.2 Bargaining-based price

The bargaining-based price consists of the price offered by the buyer and the
price asked by the seller.

1. Price offered by buyer:

If ny requests NNs authenticate m, ng first calculates cost price Cy, reservation
price Ry (R is the highest price that n( agrees to pay for the authentication ser-
vice), and loss of no authentication LONA( based on the attributes of the mes-
sage and authentication request, and then offers a bidding price By depending
on Cy and Ry, as in Equation 12.4.
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Co =wg, x minCNN X, x BW,,, Cp>0

Ro=wg, xImp,, x FLy xCoy, Ry =Cy

By =wp, X Ry+ (1 —wp,) xCy, Co<By<Ryand By < FT
LONAy =wpo X Impy,, LONAy >0

(12.4)
where w¢,, Wg,, W, , Wro are weights.

. Price asked by seller:

Before the seller n; (1 < i < N) participates in cooperation, it calculates its
own cost price C; and reservation price R; (R; is the lowest price for which n;
agrees to provide the authentication service), and then offers an asking price
A; depending on C; and R; as in Equation 12.5.

ve, X Privions—i— >0
(1 —v¢,) X Enercons
Ri = wg, % (1—DLPP,) x (1 — Ener;) x BW; x C;/FL,R; > C; (12-5)

A,':WA‘.XR,'7 CthlgAl

Ci =we, X by X BW,,;

where we, (we, > 0), v, (0 < v, < 1)wg, and wy, are weights. We assume that
nodes care about both Priv; . and Ener s equally and set vc, to 0.5.

124.1.3 Bargaining procedure

When ng requests its NNs authenticate m, the price bargaining between the buyer
and potential sellers is conducted as in the following procedures.

1.

The buyer offers a bidding price:

The buyer ny first calculates Cy, Ry and LOAF from Equation 12.4. It selects
and offers a suitable By. Then, ny broadcasts an authentication request with
the parameters of m (I,,, TTLy,, Imp,,, and Enerqps) to NN,

. The potential sellers offer an asking price:

After n; (1 < i< N) receives an authentication request, it calculates C; and R;
from Equation 12.5, and then price A; is selected and offered.

. The buyer selects a sellers’ coalition:

Let C= {C €2"N*| Y~ A; < By and |C| > minCNN} denote the set of optional
neC
sellers’ coalitions, where C is a coalition whose members meet the conditions
that Y A; < By and the number of sellers is not less than minCNN. If |C| >
neC
1, then the buyer chooses the coalition SC = argmin ) A; as the sellers’
C]ecniecf
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coalition. If |C| = 0, then the bargain fails. In this case, to bargain successfully,
ng can increase B with the constraint that By < Ry.

4. The buyer pays for the authentication service:

If SC exists, the bargain is struck at the agreed price AP as in Equation 12.6.
The buyer pays AP for the authentication service.

AP =axBy+(1—a)x > A, (0<a<])
n;eSC

AS; :A,'-i-(AP— Z A,)/|SC‘
n;eSC

(12.6)

5. The sellers authenticate:

Each cooperative seller n;€SC receives an allocation price AS;, as in Equa-
tion 12.6, as payment and authenticates the message of ny. Other nodes receive
nothing.

12.4.2 Dynamic game

We propose a dynamic game for cooperative authentication with consideration
of location privacy leakage and resource consumption in a rational environment.
Each node seeks to obtain most benefit at least cost.

Definition 12.1 G = (P, S, U) denotes the dynamic game for cooperative authen-
tication, where P, S, and U are the set of players, strategies, and utility function,
respectively.

12.4.2.1 Players

P={P, }?/:0 is the set of players, where Py denotes n and P; (1 < i < N) represents
n; (where n;ENNs).

12.4.2.2 Strategy

S= {s,-}?lzo is the strategy set of all players. s; (0 <i < N) is the strategy of P, and
the strategy set s_; denotes strategies chosen by other players. For simplicity, S
can be rewritten as S = (s;, s_;). In cooperative authentication: (1) when Py has m
requiring authentication, it has two options: cooperation (CP), which represents
that it requests P; (1 < i < N) to authenticate m, and noncooperation (NC), which
expresses that it refuses to send m to P; for authentication. (2) When P; (1 <
i < N) receives an authentication request, it also has two choices: cooperation
(CP), which indicates that it would like to authenticate m, and noncooperation
(NC), which shows that it rejects the request to authenticate m. Thus, the set S;
(0 < i < N) for strategies of P; is {CP, NC}.
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12.4.2.3 Utility function

U = {u;}Y, is a set of utility functions, u;(s;, s_;) denotes the utility function of
P; under s;, and s_;. u;(s;, s—;) (0 <i < N) are defined as Equations 12.7 and 12.8:

Ry—AP if 5o =CP and 3SC
uo(S(),S,o) = —C() if S0 =CP and ESC (127)
—LONAO if So = NC

The term ug(so, S—o) in Equation 12.7 shows that: (1) Py earns the differ-
ence between Ry and AP when the bargain succeeds; (2) if Ay chooses CP, but
the bargain fails, Py should pay Cy as punishment for the failure caused by its
unreasonable offer By. This punishment is realistic, as it can make P, offer a rea-
sonable By to improve the possibility of a successful bargain; (3) if Py chooses
NC, Py should pay for LONA,

AS;—R; ifs;=CP and P, € SC
u,'(S,',S_l‘)(l <i gN) = —C,' ifS,' =CP and P ¢ SC (128)
0 if s; =NC or sy =NC

The term u;(s;, s—;) (1 <i < N) in Equation 12.8 implies that: (1) If the bar-
gain succeeds and P,€SC, it receives the utility as the difference between AS;
and R;; (2) if P; chooses CP, but P,¢SC, it pays C; as punishment for its unrea-
sonable asking price A;. This punishment has realistic significance in G, as it
can inhibit the behavior of too many players trying to participate in cooperation,
which results in the consumption of extra resources, and make P; offer a reason-
able A; to improve the possibility of a successful bargain; (3) if P; refuses to be
cooperative, it receives no utility.

12.5 Analysis of Dynamic Game Model for Cooperative
Authentication

In this section, we discuss two situations in G: the dynamic game with complete
information (C-G) and incomplete information (/-G), respectively. C-G requires
that each player can observe actions and have common knowledge about the
strategy spaces and utility functions of other players. Each player in /-G knows
all strategy types of the “nature” players® and the probability corresponding to
each type, but it does not know which type the actions of other players belong to.

5The “nature” player refers to a player who assigns a random variable, which could take values of
types for each player, to each player and associates probabilities or a probability density function with
those types.
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12.5.1 Dynamic game with complete information

In C-G, each rational player intends to choose the optimal strategy that maxi-
mizes its utility.

Definition 12.2  The best response of P; to the strategies of other players is a strat-
egy sf such that s¥ = arg maxu;(s;,s—;).
Si

Definition 12.3 A strategy profile S} is the Nash equilibrium (NE); if, for each P;
(0 <i<N),ui(sf,s;) = uilsi,s™;).

In C-G, each player takes sequential actions according to the serial strategies
of other players and follows a sequential rationality premise; that is, when the
buyer makes a decision, it naturally adjusts its strategy selection according to the
actions of the sellers while each seller rationally expects this situation and con-
siders the effect of its strategy selection on the buyer. Such a premise requires
that any player should dynamically choose its optimal strategy according to cir-
cumstances, rather than sticking to its existing strategy. This derives the concept
of the subgame® and leads us to the essence of the subgame perfect Nash equi-
librium (SPNE) [24].

Definition 12.4 A strategy profile S* = (S7,...,Sy) described by an extensive
game tree (also called extensive form) is a SPNE if each subgame of the original
game is NE.

In C-G, a strategy profile, which consists of a CP strategy taken by players
who belong to a successful bargaining for more utility and an NC strategy taken
by other players for less loss, satisfies SPNE.

Theorem 12.1

Let C* (where C¥ C(P — Py)) be a set of cooperative players such that > A; < By
Peck

and |C*| > minCNN. There is a strategy profile st satisfying SPNE for C—G if there

exists such C* where

CPif Pi=P,
sf=¢ CPif P, SC(wherel <i<N).
NC else

6The subgame of a finite game in extensive form is a part of the original game that consists of an initial
node within a singleton information set and all subsequent successors.
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Proof. In the condition Y. A; <By and C*| > minCNN, no player, Py or
PECK
P, € C, has an incentive to unilaterally deviate from cooperation to non-
cooperation; then no player who is not in PyUC* (the set of such play-
ers is denoted as D) unilaterally deviates from noncooperation to coopera-
tion. For P, its utility is equal to ug = Ry—AP > 0 when its strategy is
CP and is greater than the utility — LONAy when its strategy is noncooper-
ation (because Y. A; <Bp and 0 < & < 1, thus AP = & X By + (1 — &) x
PeCk

> A; < By; and as Ry > By and LONA( > 0, so Ry—AP > 0 > —LONA,).
n,-GC"

So the best strategy for Py is CP. For any player P; € C*, its utility is u; =

AS; — R, = A + (O(XBo+<1—O() X Z A — Z Al)/|Ck — R =A; —R; +
n,-GC" n,-EC"
(x(Bo— Y Ai))/|C*| > 0 (because Y A; < By and R; < A;) when it chooses
n;€C* PECk

the cooperative strategy; while if its strategy is NC, its utility is equal to zero.
So, it does not unilaterally deviate from cooperation to noncooperation. Simi-
larly, if any player P; € D unilaterally changes its strategy from NC to CP, then
its utility u; = —C; < 0, because C; > 0 is always smaller than zero, which
equals the utility for its NC strategy. Hence, no player unilaterally changes
its strategy to gain more utility and the strategy profile s7 achieves SPNE
when |CF| > 1.

Note: The precondition of Theorem 12.1 is that C* exists. However, for the sit-
uation that C* does not exist, P; (1 < i < N) always selects the NC strategy for
more utility, while the decision of Py varies with its cost price and LONAy. So,
we are able to deduce two lemmas.

Lemma 12.1

Let C* (where C* C(P —Py)) be a set of cooperative players such that > A; < By
Peck

and |C¥| = minCNN. There is a strategy profile st satisfying SPNE for C—G if such

C* does not exist and LONAg > Cy, where

._[CPifP=p
¥ T\ NC if B(1<i<N)

Proof. Similar to the proof of Theorem 12.1, Py does not unilaterally deviate from
cooperation to noncooperation, as its utility u; = —LONA( would be less than Cy
(because LONA( > Cy > 0). Similarly, there is no player P, (1 < i < N) that has an
incentive to unilaterally change its strategy from noncooperation to cooperation
as its utility u; = —C; < 0 (because C; > 0) is always smaller than zero, which
equals the utility for its NC strategy. Hence, no player unilaterally changes its
strategy to gain more utility and the strategy profile s; achieves SPNE.
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Lemma 12.2

Let C* (where C* C(P —Py)) be a set of cooperative players such that > A; < By
Peck

and |C¥| > minCNN. There is a strategy profile st satisfying SPNE for C-G if such

C* does not exist and

NC if Pi=hy

NC if P(1<i<N)

Proof. Similarly to the proof of Lemma 12.1, Py does not unilaterally change its
strategy from noncooperation to cooperation, as its utility #; = —Cy would be less
than —LONA, (because LONAy < Cy). Similarly, for any player P; (1 < i< N),
its utility is u; = —C; < 0 (because C; > 0) if it chooses the cooperative strategy
CP; while, if its strategy is NC, then its utility is equal to zero. So, there is no
player P; (1 < i< N) that has an incentive to unilaterally change its strategy from
noncooperation to cooperation. Hence, no player unilaterally changes its strategy
to gain more utility and the strategy profile s} achieves SPNE.

In C-G, each player performs sequential actions according to others’ serial
strategies, and implausible Nash equilibriums (incredible threats and promises)
arising in the static game with perfect and complete information would be elim-
inated by using the concept of SPNE. So, a single SPNE will certainly be
reached and always be selected to maximize the players’ utility. Based on these
analyses, we propose a dynamic game algorithm with complete information as
Algorithm 12.1.

LONA < Cy, where s} = {

12.5.2 Dynamic game with incomplete information

Before playing the game, each player in /-G establishes its own preliminary judg-
ment according to all the strategy types of the other players and the probability
distribution corresponding to each type. When playing the game, each player
can obtain practical information on what action to take by observing the actions
of other players, and then correct its initial judgments and choose its optimal
strategy according to such changes in judgments. This derives the concept of
Bayesian inference, formulated as Equation 12.9, and leads us to the essence of
the perfect Bayesian Nash equilibrium (PBNE).

Prob (ah 9')
P bi 6 h _ 17 J _ 129
ro (J|aj) D Pmb(a’}\ej)Prob(@j) e
éjE@j

where Prob (é j) is the probability that P; is of type 0; and determined by
“nature”. P; takes action a” with the probability Prob (a?\@ j) when it is of type

0. If P; observes an action ai? of P; at information set 4;, then we can derive the
beliefs that Prob; (0 j|a§?) (also denoted as Proby, (0)) of P; in P; is of type 0,
with the condition of action a’]’» at h;, as in Equation 12.9.
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Algorithm 12.1: Dynamic Game Algorithm with Complete Information
for Cooperative Authentication

Required Parameters: Given message m with [, TTL,, and Imp,, requiring
authentication, ng selects a suitable PCA and calculates minCNN f Equation 12.1
and the coefficients x, pl, wl are selected; ny chooses suitable weights w¢,, Wg,,
wg,,wr,; each n; (1 <i < N) selects suitable weights

WC; s VCiy WR; s WA;-

1. ng calculates Enero,s and BW ,,,, F' Ly from Equation 12.3 and Cy, Ry, and
LONA, from Equation 12.4; ng broadcasts an authentication request with
parameters (m, L, TTL,, Imp,,, Ener qns) to NNs.

2. For each n; €NNss, n; collects the parameters (Ener;, BW;, Privéons, DLPP;,
FL;) and calculates C; and R; from Equation 12.5.

3. ng calculates and submits By by Equation 12.4. Each n; €NNs calculates and
submits A; from Equation 12.5.

4. LetC ={C €2"™ || C >|minCNN and > A; < By}, SC =argmin Y A;.
n,eC Clecy.eci
5. If|C >|> 1, then S§; =CP and S} = CP n;eSC, S} = NC(n; ¢ SC);
otherwise, S7 = NC and S§; = CP(LONA, > Cy), S; = NC(LONA( < Cy).
6. If \ C 2|2 1, a bargain is concluded at AP, authenticating m and allocating
the utility AS; to n;€SC according to Equation 12.6; otherwise, the bargain
fails.

Definition 12.5 In I-G, a belief profile Prob = (Proby,...,Prob,) and a type-
dependent strategy profile S* (01,...,0,) = (S7(01),...,S; (0,)) constitute a PBNE
if, for each P; (0 < i < n) at information set h,

ST(0i)|n= ar%n;?fo’robi (6_,'|ah_,») u; (S,' (0:) |n,S™; (G_i),Gi,G_i)
Si(@)ln g_;

where:

Prob is a set of the prior probabilities Prob;(0_|0;), so Prob; =
Prob; (0_;]0;) is the profile consisting of all beliefs Prob;, of P; at the information
set h

0, is the type space of P,

0; € ©; is a type of P,

up = u; (S7(01),...,85(6,),6;,0_;) is the type-dependent utility function
of P;

In summary, PBNE combines the strategies with the beliefs of all players in
the game. One player chooses its optimal strategy according to the given beliefs
of each player concerning the types of the other players. On the equilibrium
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:(Moz: up) (g, uiB):

i) i8:) (uoz> uiz) (o3 1;3) (uoz> uiz) (ugz, usz)

(uor> i) (o1, i)

Figure 12.2: Extensive form of I-G. While uy = Ry — APugp = —Co, up =
—LOAF(),Lm = AS,‘ —R,‘{y Up = —Ci, Uiz = 0.

path, Proby, can be derived from observed information (Prob; (60-:16;), a ; and
§*,(0_;)) and from Equation 12.9.

The /-G can be represented as an extensive form as shown in Figure 12.2;
both h; and h; are the information set of P(1 < i < N). From Equation 12.7,
we know that the strategy for Py is related to its By, the sum of all A; and
| C |. We can obtain type-dependent strategies S;; (©)of P as S; (601) = CP,

S (002) = NC where 0g; is { > Ai <Bgand [SC| > minCNN} and 0, is
PESC
{ 3> Ai > Boor|SC| < minCNN }. We can derive the belief of P; in the type of
PESC
player P, at a given information set and type-dependent strategies by applying
Bayes’ rule, as in Equation 12.10.

Prob;, = (Prob,- (901 \CPé”) ,Prob; (Goz\CPé”))
(12.10)
Proby, = (Prob,- (901 \NC(’)'Z) ,Prob; (GOZ\NCS'Z))

In the same way, the strategy for player P, is also related to its asking price.
We obtain type-dependent strategies S7(©;) of P; as S7(0,1) = CP S7(0,2) =NC,
where 0;; is

{> " Ai<By & |SC|>minCNN & A< (Bo— Y Aj)}
PeSC PieSC,j#i

and 9,‘2 is

{> A;i>Byor|SC| <minCNN or A; > (Bo— Y Aj)}.
PesC P;ESC,j#i
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We can derive the belief of P in the type of P; at a given information set f, f>
and type-dependent strategies as in Equation 12.11.

IerbOfl = (ﬁrObO (eil |CP,~fl) ,Isrobo (6i2|Cpif1))
Probyy, = (Probo (en |NCI.f2) Proby (9i2|NCfi)) (12.11)

So, we are able to deduce the following theorem.

Theorem 12.2
In I-G, there is a strategy profile

CP if P=Py & BP
S§f =14 CP if PeNNs & BP,;
NC else

that results in a PBNE
where:

13r0b0 (eil |CPlf1) > (Co —LONA())/ (Ro —EAPN —|—C0) &
BP() =
Proby (e,~1 |NC[2) > (Co— LONA) / (R — EAP'1 +Cy)

BP = (Prob,- (em |CP§1) > C;/ (Prob; (ISC) (EAS; — R; +C,»)))

Prob;(ISC)=Pr| > Ai<Bo & |SC| >minCNN & A;< |Bo— Y. Aj
Fiesc P; € 8C,
J#i
is the probability with which
P; belongs to the sellers’ coalition
EAS; is the except value of AS;
EAPT\ and EAP'2 are the except values of AP at the given fi and f», respectively

Proof. From Equation 12.7, we know that the strategy for Fy is related to its By,
the sum of all A;, and the number | C | of cooperative nodes. We obtain type-
dependent strategies S;; (©g) of Py as Si (001) = CP, S§ (002) = NC, where 0y,
is

> Ai<Byand [C| > minCNN § and 6y is { Y _ A; > By or [C| < minCNN
P,eCk PcCk
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Given the information set 4y, h, of P;(1 <i < N), we can derive the belief of P,
about the type of player P at a given information set and type-dependent strate-
gies by applying Bayes’ rule, as in Equation 12.12.
Probi, = (Prob;(0o; \CPé”),ISrob,-(Boz\CPé”))
(12.12)
Prob;, = (Probi(0o; \NCS’Z),F’rob,-(BOZ\NCS'Z))

We assume Prob;(ISC) is the probability that P; belongs to the sellers’ coali-
tion. For a given S§ (©y ), the expected utility of player P, when it chooses strategy
CP at information set A is as in Equation 12.13:

u; (CP) = Prob; (901\CP(§”) < Prob; (ISC) (EAS; —R;) + )

(1 — Prob; (ISC)) (—C)
+ Prob; (902|CP5“) (—Cy) (12.13)

where EAS; is the except value of AS; at a given information set ;. Similarly, the
expected utility of P; when it chooses strategy NC at information set 4, is as in
Equation 12.14:

u(NC) = Prob, (901 \CPé”) (0) + Prob; (902|CP5”) 0)=0  (12.14)

For a given S§ (©,), the expected utility of player P, when it chooses strategy
CP at information set A is as in Equation 12.15:

u; (CP) = Prob; (901 \NCS’Z) (0) + Prob; (902 |NC§2) 0)=0  (12.15)

Similarly, the expected utility of player P; when it chooses strategy NC at
information set 4, is as in Equation 12.16:

u; (NC) = Prob; (em |NC32) (0) + Prob; (Boz\Nng) 0)=0  (12.16)

When u;(CP) > u;(NC), P, would choose CP for more utility. To make sure
the player does not deviate from its strategy of CP at information set 4,4, and
type-dependent strategies S (©y), the condition required is as in Equation 12.17:

Prob; (em |CP§1) > C;/ (Prob; (ISC) (EAS; — Ri +C})) (12.17)

So, for a given information set &;,h, and type-dependent strategies S (©y),
the strategy

(CP,NC) 5 (CP,NC) 5 (Prob (901) ,Pf’Ob (902)) s
¢ _ | Prob: (eOI\CPgI) > C;/ (Prob; (ISC) (EAS; — Ri +C})),
Prob; (em \CPg“) < C;/ (Prob; (ISC) (EAS; — R; +C}))
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is a PBNE.

In the same way, the strategy for player F; is also related to its asking price
A;, By, the sum of all A;, and the number | C | of cooperative nodes. We obtain
type-dependent strategies S (©;)of P; as

S7(0:1) =CPS;! (0) =NC

where 0;; is
—b+Vb? -4
ST A<By & [C|>minCNN & A< [Bo— Y A 2—“0
pect PiECH j#i a
and 9,‘2 is

ZAi>Boor |C| < minCNN or A; > | By— Z A
P,€Ck P,-eC",j;éi
We can derive the belief of Py about the type of player P; at a given infor-

mation set fi, f» and type-dependent strategies by applying Bayes’ rule, as in
Equation 12.18:

Iﬁrob()f1 = (Isrobo (ei1|CP,-fl) ,Prob, (9i2|CP,-fl))
- - N (12.18)
Probgy, = (Probo (eil |Ncif2) ,Prob, (9i2|NC,-f2))

The expected utility of player Py when it chooses strategy CP at information
set f is as in Equation 12.19:

1o (CP) = Proby (e,-l P/’ 1) (Ro — EAP) + Prob (e,-2 P/ 1) (—Co) (12.19)

where EAP/! is the except value of AP at the given information set f;.
Similarly, the expected utility of player Py when it chooses strategy NC at
information set fi is as in Equation 12.20:

uy (NC) = Proby (eil \CP,-fl) (—LONAo) + Proby (ei2|cz>if'l) (—LONA,)

(12.20)
The expected utility of player Py when it chooses strategy CP at information

set f3 is as in Equation 12.21:
o (CP) = Proby (ei1 |Nc,.f2) (Ro — EAP") + Prob (Giz\Nlez) (—Co) (12.21)

where EAP” is the except value of AP at the given information set f5.
Similarly, the expected utility of player Py when it chooses strategy NC at
information set f; is as in Equation 12.22:

uo(NC) = Proby (e,-l |NC,f2) (—~LONAo) + Proby (e,-z\Nc,fZ) (—LONAy)
(12.22)
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When ug(CP) > uyg(NC), Py chooses CP for more utility. In order to make sure
the player does not deviate from its strategy of CP at information set fi, f> and
type-dependent strategies S} (©;), the condition required is as in Equation 12.23.

Proby (84[CP/") > (Co—LONA) / (Ro— EAP': +Cy) and
(12.23)
Proby (81INCI") > (Co— LONAy) / (Ro — EAP": +Cy)

So, for given values of fi, f> and S} (©;), the following strategy is a PBNE:

(CP,NC) s (CP,NC) y (Pf'Ob (9,1)) s (Prob (9,2)) y
Proby (e,-1 P/ 1) > (Co— LONAy) / (Ro — EAP +Cp)

S*

Proby (e,-1 \NC{Z) > (Co—LONAy) / (R — EAP": +Cy)

Proby (e,-1 \CP,.fl) < (Co—LONA) / (Ry— EAPS +Cp) |

Proby (eil\NCﬁ) < (Co—LONAy) / (Ro — EAP +Cy)

Therefore, we are able to deduce the theorem that the strategy

CP if P.=Py & BP
S§f=4 CP if P, NNs & BP,
NC else

results in a PBNE.

On the whole, the PBNE can help a player in /-G to decide whether or not
to participate in cooperation and to maximize its utility based on its belief about
the types of other players. The belief can be obtained from the given informa-
tion set (such as the history record of observed actions, the probability distribu-
tions of types) by applying Bayes’ rule. Based on the above analysis, a dynamic
game algorithm with incomplete information for /-G is designed as shown in
Algorithm 12.2.

12.6 Experimental Results

In this section, we evaluate the performance of the bargaining-based dynamic
game model for cooperative authentication by using a MATLAB® simulation.
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Algorithm 12.2: Dynamic Game Algorithm with Incomplete Information
for Cooperative Authentication

Required Parameters: Suitable coefficients «, pl, wl are selected. The
information set (f1, f2, h1, h2), type-dependent strategies (S (©p),S7 (©;)), and
probability distributions of By and A; are given. Given message m with /,,, TTL,,
and Imp,, requiring authentication, ng selects a suitable PCA and calculates
minCNN from Equation 12.1 and chooses suitable weights w¢,, Wg,, Wg,, Wr,;
each n;(1 < i< N) selects suitable weights wc,, v¢,, Wr,, Wa, .

1. ng calculates Enercons and BW,,, F Ly from Equation 12.3, Cy, R®, and LNA,
from Equation 12.4, and then predicts the beliefs Proby 71 and Proby 725 Mo
broadcasts an authentication request with parameters (m, l,,, TTL,, Imp,,,
Enercons) to NNs.

2. For each n;€ENNs:
n; collects parameters (Ener;, BW;, Privi__ . DLPP;, FL;), calculates C; and

cons?

R; from Equation 12.5, and then predicts the beliefs Probj,; and Probjy,.

3. ng selects and submits By by Equation 12.4. Each n;€NNs selects and
submits A; by Equation 12.5.

4. LetC ={C €2"™ || C >|minCNN and Y A; < B}, SC = argén_in S A
neC /EcniECj

5. If BP is true, S5 =CP;
otherwise S5 = NC;
if BP; is true, S} = CP;
otherwise S} = NC.

6. If | C |> 1, a bargain is concluded at AP, authenticating m and allocating the
utility AS; to n;€SC according to Equation 12.6; otherwise, the bargain fails.

In our simulation study, we consider a network topology where 2000 nodes with
a transmission range R = 50 are randomly distributed in an area of 1000 m X
1000 m. Given PCA = 99.8% and p = 2%, we set minCNN = 8 using Equa-
tion 12.1, which means that at least eight NNs should be encouraged to par-
ticipate in cooperation. In order to demonstrate that our scheme can effectively
decrease the leakage of location privacy and resource consumption, we compare
it with two schemes. One is “all nodes cooperate,” where all nodes participate in
cooperation and the other is “nodes randomly cooperate,” where nodes choose
to participate in cooperation randomly. In the simulation, we set coefficients wg,
and wy,, which follow B(6,6) and N(2,1), respectively.
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12.6.1 Location privacy leakage

Regarding the aspect of location privacy leakage, the simulation results, as shown
in Figure 12.3, demonstrate that the average privacy decreases near-linearly
with an increasing number of successful cooperative authentications in the three

strategies. The indicator in our strategy decreases at far lower speed than in the
other strategies.

12.6.2 Resource consumption

Regarding the aspect of resource consumption, the simulation results, as shown
in Figure 12.4, indicate that the average energy decreases near-linearly with an

1005 : i All nod
D : : nodes
< AN P T cooperat
= NN perate |
55 80 N\ N __ i Nodes randomly
Y8 ™ N cooperate
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= g 60f N N \ == Our strategy
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20 : : : : : ' :
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Figure 12.3: Average privacy varies with the number of successful cooperative
authentications in the three strategies.
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Figure 12.4: Average energy varies with the number of successful cooperative
authentications in the three strategies.
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increasing number of successful cooperative authentications in the three strate-
gies. The indicator in our strategy decreases at far lower speed than in the other
strategies.

From Figures 12.3 and 12.4, the average privacy and energy in our strategy
drop to 20% after N(O) times of successful cooperative authentication, while the
numbers in the “all nodes cooperate” scheme and “nodes randomly cooperate”
scheme are N(A) and N(R), respectively. We can calculate that N(O) > N(R)
> N(A). The reason is that, in our strategy, the node takes into account and
measures the loss of location privacy leakage and resource consumption when it
calculates utility, and then decides whether or not to participate in cooperation
according to such utility. In the other two schemes, no approach is adopted to
reduce the leakage of location privacy and resource consumption.

12.6.3 Network survival

In MANETS, survival is an important indicator due to limited resources. In our
simulation, given node n;, if DLPP; > DLPPy,, Ener; > Enery;, and FL; >
FLuin, we call n; a survival node. We evaluate the performance of the survival
nodes and the network lifetime in our strategy.

The percentage of survival nodes varies with the number of initiating coop-
erative authentication in the three strategies and the network lifetime of the three
different strategies.

As shown in Figure 12.5a, we can calculate that the percentage of survival
nodes rapidly decreases with an increasing number of initiating cooperative
authentications in the three strategies. The indicator in our strategy decreases at
far lower speed than the other strategies. The simulation results imply that there
are more survival nodes in our model after the same number of initiating cooper-
ative authentications (N(R)) than in the other strategies. So, an initiating cooper-
ative authentication in our model will be successful with higher probability after
(N(R)) occurrences of cooperative authentication than in the other strategies.

Figure 12.5b expresses the network lifetime in the three strategies. The net-
work lifetime in our model is more than twice as long as that in the “all nodes
cooperate” scheme and 60% longer than in the “nodes randomly cooperate”
scheme. The simulation results demonstrate that in contrast with the “all no