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a b s t r a c t

Internet of Things (IoT) refers to the expansion of Internet technologies to include wireless sensor
networks (WSNs) and smart objects by extensive interfacing of exclusively identifiable, distributed
communication devices. Due to the close connection with the physical world, it is an important
requirement for IoT technology to be self-secure in terms of a standard information security model
components. Autonomic security should be considered as a critical priority and careful provisions must
be taken in the design of dynamic techniques, architectures and self-sufficient frameworks for future IoT.
Over the years, many researchers have proposed threat mitigation approaches for IoT and WSNs. This
survey considers specific approaches requiring minimal human intervention and discusses them in
relation to self-security. This survey addresses and brings together a broad range of ideas linked together
by IoT, autonomy and security. More particularly, this paper looks at threat mitigation approaches in IoT
using an autonomic taxonomy and finally sets down future directions.

& 2014 Elsevier Ltd. All rights reserved.
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1. Introduction

During the last three decades, tremendous work on the Inter-
net has led to the growth of Internet of Things (IoT) where
intelligent interconnections are being created between diverse
objects for a globally integrated communication platform (Iera
et al., 2010; Zheng et al., 2011). The main vision behind IoT is that
embedded devices, also called smart objects, are becoming Inter-
net Protocol (IP) enabled in an attempt to compute, organize and
communicate. IoT is setup and maintained economically and energy-
efficiently through sensors attached to these objects. A combination of
Internet connected embedded devices, smart objects, sensors and
supplementary web-based services makes IoT what it is today (Shelby
and Bormann, 2011). Furthermore, it is estimated that IoT market
adoption will take around 5–10 more years (Gubbi et al., 2013)

It is the need of the hour to secure the communication
channels as well as to introduce the supporting security technol-
ogies in the IoT devices (O'Neill, 2014). Security represents a
critical component for enabling the worldwide adoption of IoT
technologies and applications. Some of the recent security
research has focused on network based cryptographic mechanisms
(Kothmayr et al., 2013; McCusker and O'Connor, 2011), embedded
security (Ukil et al., 2011; Babar et al., 2011), distributed
approaches for IoT service provisioning (Roman et al., 2013),
security solutions for applications (Chen et al., 2011; Liu et al.,
2012) as wellas system security frameworks and strategies (Roman
et al., 2011; Pan et al., 2011; Zhou and Chao, 2011). A recent study
by Ning et al. (2013) identifies the areas in cyber-entity security,
and presents security requirements as well as proposes recom-
mendations to meet those requirements. Some security options

are currently provided by the existing Internet protocols; never-
theless the device and network limitations prevent their full use.
For example, implementation of full IP security (IPsec) suite to
protect mobile devices (Arkko et al., 2004), implementation of
transport layer security (TLS), as well as the use of firewalls on
each end device is rather restricted (Shelby and Bormann, 2011).
Furthermore, innovations such as firewall implementations in the
lower layers are inefficient as they can be overridden over the
wireless channel directly and remote devices can be stolen and
compromised.

IoT can be looked at as a highly dynamic and distributed
networked system, composed of a large number of smart objects
capable of producing and consuming information. There is a vast set
of supporting technologies which are necessary to realize the vision
of IoT. These include Radio Frequency Identification Devices (RFIDs),
sensors, actuators, and similar machine-to-machine (M2M) commu-
nication devices. Historically, IoT referred to RFID based technologies
where the security solutions have mostly been devised in a vertically
integrated ad hoc manner (Miorandi et al., 2012). Such heterogeneity
in technology required specific security mechanisms to meet the
requirements. For the wide variety of IoT devices today, there exists a
huge tradeoff among performance, cost and security which make
security for IoT a big challenge. Consequently, IoT offers a wealth of
areas where the security aspect is to be thoroughly researched.

IoT is extremely vulnerable to attacks for several reasons. First,
its components are often unattended and remotely located. This
gives attackers a chance for physical attacks, and it is even harder to
manage security in such a case. Therefore, it is essential for security
solutions to become more autonomic and to rely less on human
intervention. Furthermore, systems are becoming increasingly
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sophisticated with arising issues of interoperability and mainte-
nance. The complexity of heterogeneous objects would keep grow-
ing past the point of human ability to manage all smart objects.
Second, IoT uses wireless technology for communication and
wireless communication is easier to compromise. In general, most
of the components of IoT like end devices lack high computing
resources (Sehgal et al., 2012). This serves as a roadblock to the
implementation of more secure and complex security protocols. A
single point of failure may exist in IoT systems also. These systems
can be thought of having three parts which are information
collection, transmission and information processing (Mobahat,
2010). The actual architecture will vary but most certainly will have
a central processing router, gateway or computer. An inherent flaw
exists in such a design in the form of the sink where “disabling it will
kill the network and compromising it will result in data leak” (Di
Pietro et al., 2009). IoT components are also critically vulnerable to
Denial of Service (DoS) attacks. Wireless technologies are suscep-
tible to interference and interception as well, and a determined
adversary cannot be stopped from mounting a DoS attack. Finally,
the existence of man-in-the-middle (MITM) attack proves to be a
problem without any solid solution.

This article aims to discuss various threat mitigation approaches
related to security in IoT which follow an autonomic1 approach. It
also includes discussion for the appropriate information security
model. Luckily, the conventional aspects for security in the case of
WSNs are applicable here as well. The security triads of confidenti-
ality, integrity, and availability (CIA) have been achieved by many
systems without requiring significant human intervention. However,
it is also required to highly consider privacy and authenticity of data
in the realm of IoT. Similarly, making security decisions and providing
maintenance must keep up with the deployment of IoT devices, and
manual intervention would result in unnecessary slowdowns. Iden-
tifying the origin of failures and increasing system efficiency in the
network would become a subject of importance as manual main-
tenance may not always be the best way out. Dependence on human
manual intervention has to be minimized and approaches for
security have to be made self-sufficient and autonomic.

Our objectives in revisiting the literature are threefold: 1) to
learn how autonomic computing techniques can be applied in the
context of security in IoT, 2) to build a taxonomy linking together
security and autonomy, and 3) to highlight open challenges and to
discuss future research directions in the field.

Section 2 introduces the elements of autonomic computing and
its assumptions, followed by a discussion on the self-n paradigm.
Section 3 describes the most relevant security goals of the IoT
information security model. Section 4 attempts to classify threat
mitigation approaches according to the proposed autonomic tax-
onomy. Challenges and future directions are discussed in Sections
5 and 6 respectively.

2. Autonomic security

This section discusses important features, requirements and
characteristics present in any autonomic system as well as the
working of the core control loop in a general autonomic frame-
work. It then introduces the concept of autonomic security by
discussing paradigms of self-healing and self-protection.

2.1. Autonomic computing

Autonomic computing is a concept that “brings together many
fields of computing with the purpose of creating systems that self-

manage.” (Lalanda et al., 2013). This term finds its origin in biology
(Jänig, 1989) to refer to bodily tasks which function unconsciously.
Nowadays, autonomic concepts have been applied in diverse
technological areas for self-management. As an example, NASA
increasingly relies on the concepts of autonomic computing to
increase survival rate of remote missions, where human tending is
not feasible (Vassev and Hinchey, 2013). An autonomic system has
also been defined as “an intelligent system, or system of systems
where data acquired by sensing or monitoring capability is utilized in
an overall autonomic decision-making process.” (Ashraf et al., 2014b).

An autonomic computing system must configure and reconfi-
gure itself under varying and even unpredictable conditions.
System configuration must occur automatically and dynamic
adjustments must be made according to that configuration in
order to best handle changing environments. For long term
sufficiency, any network and system in IoT must achieve some
sort of autonomic behavior without any human intervention. An
architectural framework was proposed by Kephart and Chess
(2003) to make system management easier under the vision of
autonomic computing. Following this, autonomic computing was
re-defined as “a vision that enables any computing system to deliver
much more automation than the sum of its individually self-managed
parts” (Koehler et al., 2003). Another goal for any autonomic
system is to modularly divide roles among the constituent com-
ponents without sacrificing functionality. The presence of a central
authority is an imperative prerequisite and allows for controlled
management of the agents involved.

Autonomic computing deals with the management of comput-
ing resources in a manner so as to minimize the user intervention.
The concept of autonomy is towards deploying technology speci-
fically to manage and optimize the functionality of other technol-
ogy. The aim is to reduce the need for manual intervention in the
other schemes. Relating it back to the theme of the paper, it would
refer to being able that a system can adapt correctly to given
stimuli, maintain key behavior and avoid harmful ones in the
presence of security threats.

Autonomy is extensively described in the literature in terms of
the self-n paradigm. The next sub-section introduces the same,
with special emphasis on the security elements of self-protection
and self-healing.

2.2. The Self-n paradigm

Self-n (self-star) refers to the set of self-organization, self-
awareness, self-adaptive, self-designing, self-building, and self-
repair paradigms. The philosophy of self-n seeks to describe
essential qualities that should constitute the behavior of an
autonomic element. This concept has been described extensively
by Babaoglu et al. (2005), in which approaches are recommended
to be modeled on nature, where autonomy is at the highest.
Limiting the discussion to security mechanisms, the autonomic
paradigm allows for the concepts of self-healing and self-
protection to exist in a system:

� Ability to Self-heal: a system should be able to discover causes
of failure and correct faults without human supervision. The
implementation of fault detection is comparatively easier than
the implementation of the exact mitigation approach needed.
Nevertheless, considerable number of attempts (Zhang and
Arora, 2003; Gui and Mohapatra, 2003; Poor et al., 2003;
Amin, 2002; Di Pietro et al., 2008; Vlajic and Moniz, 2007;
Kim and Shin, 2007; Wasilewski et al., 2007) have been made
in the field of WSNs in dealing with wide aspects from routing
to general service recovery. A number of studies (Dutta et al.,
2007; Kausar et al., 2007; Han et al., 2009) have dealt with
specific security issues, such as key distribution methods.

1 The term ‘autonomic’ refers to ‘self-sufficient’ management of resources by any
system without any particular intervention from a user.
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Readers are recommended to read the dedicated survey on self-
healing systems by Ghosh et al. (2007).

� Ability to Self-protect: a system should identify and protect its
components from random attacks. Wang et al. (2008) present
an approach for efficient self-protection in a static WSN. This
approach may not apply to IoT, in which nodes may join and
leave a network continuously. Another software model is
presented by Qu et al. (2004) for self-protection, and this
model shows a good level of security against few attacks.

2.3. Autonomic control loop

According to Kephart and Chess (2003), autonomic computing
is implemented by an autonomic manager component and a
managed resource component using the MAPE control loop. This
MAPE control loop is more like a structural arrangement than a
sequential control flow. As shown in Fig. 1, control loop architec-
ture is divided into four separate parts on the basis of their
functionality:

2.3.1. Monitor
Monitor module is responsible for collecting details from an

element. Details include the data obtained from the environment
and the data related to the element itself. This module is also
responsible for the aggregation, filtration, management, and
reporting of all details.

2.3.2. Analyze
Analyze module provides mechanisms that model complex

situations based on the received details. This allows the central
authority element to learn about the environment. This module
can also be used to predict future states.

2.3.3. Plan
Plan module provides mechanisms that guide action with the

help of higher level policies, rules, and regulations. This module
plans further action on the basis of the constraints that have been
imposed in the system. The action is performed to achieve system
goals and objectives.

2.3.4. Execute
Execute module controls the implementation of the devised

“plan” with support for some kind of feedback.
Autonomic implementations always require two sets of actors

or agents. One is the implementation of the autonomic manager,
and another the managed resource. In IoT, it is not possible to
point out the best combination of autonomic agents due to the
heterogeneity involved. Thus, different contexts of autonomy exist,

ranging from end networks to higher layer protocols. The managed
resource comprises traditionally of a set of sensors and actuators.
Sensors carry out collection of raw data, traditionally limited to
response times, network and disc usage, memory and CPU
utilization and similar data sets (Huebscher and McCann, 2008).
In the context of IoT, sensors act as the central backbone of
information, sensing the environment for physical and natural
data. The context of the sensed data in managed resource has
shifted from server-machine-based to environmental-nature-based.

3. Information security goals

IoT is structured in three layers of perception layer, network
layer, and an application layer (Zhao and Ge, 2013). The perception
layer is responsible for object information, interfacing with the
environment as well as origin of sensor data. Network layer
handles middleware implementations and communication from
network to network. Finally, application layer in IoT describes
schemes for reporting, big data, analytics, user interfacing and data
storage. Traditionally for each layer; the information security
components, referred to as CIA, form the common security goals.
However in IoT, in addition to the CIA triad, the goals of privacy
and authenticity become important as well. In order to discuss
autonomic security, it is important to discuss the relation of IoT
autonomy with these generic information security goals.

3.1. Confidentiality

Confidentiality guarantees that information is not disclosed to
unauthorized persons or processes during any communication
transaction (Wrightson, 2012). Confidentiality is a key security
feature because it ensures that only authorized nodes can get
access to sensor and control data. The basic purpose of confidenti-
ality is to ensure that data transferred from one node to another
node is not accessed and understood by any intermediate node or
third parties. This is usually achieved by using symmetric key
cryptography where both the sender node and receiver node use a
shared secret key, and the data is then encrypted or decrypted
using this key (Delfs and Knebl, 2007).

Autonomy in confidentiality is an important factor for IoT as
there remain many areas where autonomic decision making can be
applied to one's advantage. Decisions in the realm of confidentiality
that can be linked to autonomy include:

3.1.1. Decision on storage
The autonomic system should be able to decide dynamically

about the amount of data to be stored locally based on the external
conditions. Self-protection would refer to the decision of dynami-
cally setting an optimum or minimal storage use and encrypting
the storage for confidentiality. Self-healing would be the ability to
re-generate lost data, or recover from an event of memory abuse/
memory full.

3.1.2. Updating of security keys
The autonomic system should be able to manage any security

keys for local use in the system. It should constantly be able to
monitor, and prevent an instance (self-protection) where commu-
nication confidentiality can be compromised. In the event of
security breach, the system should be able to switch into a fail-
safe mode, or generate/fetch new keys (self-healing).

It is important to take note that asymmetric cryptology for
confidentiality such as public key infrastructure based encryption
schemes are resource exhausting. IoT includes elements that are
extremely constrained in terms of energy, and computational power
resources (Sehgal et al., 2012; Gluhak et al., 2011). Addressing these

Fig. 1. Autonomic Four Part Control Loop Adapted from Kephart and Chess (2003).
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constraints, a few light-weight key management schemes are still
under development and require large research efforts. The main
research challenges when it comes to confidentiality are to develop
autonomic versions of the approaches and systems which comple-
ment identification models for individual nodes. These should take
into consideration the problems of energy consumption, computa-
tional power, memory resources, as well as the aspects of organiza-
tion and communication. Indeed, IoT devices readily support
symmetric schemes with acceptable overhead2 for achieving the
goal of confidentiality of sensor data. On the other hand, asymmetric
encryption is used only for specific events such as initiation or key-
distribution, and not to encrypt sensor or context data.

3.2. Integrity

Integrity refers to the inability of modification of information
by unauthorized users (Wrightson, 2012). Confidentiality, as pre-
viously discussed, ensures that data originates from an authorized
source. Data integrity solutions, however, guarantee that an
adversary cannot modify data in the transaction without the
system detecting the change. This is typically solved by using
symmetric cryptography which helps to create signatures corre-
sponding to the data under transmission. Signing individual data
messages using asymmetric schemes is impractical and slow. In
IoT, asymmetric schemes are mostly employed for securing the
initial process of symmetric key exchange, except for few schemes
such as by Vucinic et al. (2014). The rest of the communication
process employs symmetric cryptography which is less resource
intensive. Signatures are prepared by the sender and sent through
the transmission media. The receiver verifies the signature and
hence confirms that the data was, in fact, actually sent from the
authorized node. It can also be achieved by use of message
integrity code (MIC) or a checksum added to each packet. MIC
can detect message altering caused by accidental transmission
errors as well as malicious altering. Checksum on the other hand
can only detect accidental transmission errors. Example of attacks
on integrity are tampering and spoofing. Typical cryptographic
techniques spend large amount of resources in terms of energy
and bandwidth both at the source and the destination.

Autonomic solutions are required which should be able to provide
a satisfactory level of security regardless of the scarcity of resources.
Autonomy in integrity includes decision making components such as:

3.2.1. Logging data alterations
The autonomic system must be able to generate enough logs to

reveal the path of data alteration in case such an event is observed.
The decision will be whether to store these logs locally or centrally,
as well as the duration to save the logs. There may exist two levels
of log keeping; one for the end devices, and another for the system
as a whole.

3.2.2. Integrity of device software
The autonomic system should make sure that all devices will

run only authorized software. The system should be able to
monitor the event when a device is captured and floods the
network with pseudo-data. Self-healing will allow the system to
ignore any data generated at the device as well as notify the user
to take appropriate actions.

3.3. Availability

Availability ensures that a system's authorized users have
timely and uninterrupted access to the information in the system

(Wrightson, 2012). The whole system along with all its compo-
nents should be functionally available, and capable to provide their
services whenever required. This includes properties of scalability
and survivability. Attacks on availability include DoS, jamming and
malware. An attack on availability takes on a new meaning in IoT
as DoS attacks could physically harm the nodes. The node could be
“killed” by depleting its energy resources. Constant queries from an
adversary to an IoT device to force it to respond can make the
device run inefficiently and exhaust its battery resources in a
much shorter time. Research is needed to address these issues and
models required to prevent and even recover the IoT system in the
event of an attack on the availability.

3.3.1. Fault tolerance
In case a failure or attack occurs, self-healing systems should be

able to deliver the lowest level of functionality.

3.3.2. Scalability
An autonomic system should be able to expand smoothly in the

event of introducing extra resources. A lot of research in IoT
addresses the scalability issue. Autonomic decisions may include
deciding on duty cycling methods, where part of the network can
be switched off without losing functionality. Here, the system will
not only protect the availability but also help in prolonging the
lifetime of the network. Similarly, availability is important in the
event a large number of nodes attempt to enter a network
simultaneously. Here, the system can automatically decide on
contention parameters, such as done by Ashraf et al. (2014c).

3.4. Privacy

Privacy defines the rules under which data referring to indivi-
dual users may be accessed. Some of the research (Kalloniatis
et al., 2008; Coen-Porisini et al., 2010; Lioudakis et al., 2007;
Sweeney, 2002a; Bhargav-Spantzel et al., 2007) has focused on
security frameworks for privacy issues at a high level of abstraction.
These are suitable only at the application layer. This is mainly
because different IoT systems may have different requirements for
privacy. One method worth mentioning has been proposed by
Lioudakis et al. (2007) where a proxy interacts with a user on one
side and the services offered on the other. This method guarantees
the least required amount of information be made obtainable
depending on the preferences set by the user. Such a solution while
innovative is not suitable for the IoT. In the context of scalability, it
would be physically impossible to set preferences for such a huge
set of nodes. The need of the hour is to develop privacy models
while keeping in view the immense scalability of the nodes and
variability in terms of IoT applications. The privacy policies should
complement identification models for individual nodes and should
give some amount of control to the user, if not all. Identity
management is also a problem related to IoT device privacy
(Vidalis et al., 2014). Wei et al. (2014) implement privacy by batch
verification, as well as prioritizing computation, auditing and
analysis. Previously, concerns of cloud security are restricted to
storage only (Wei et al., 2010). In IoT, such cloud layer applications
can be included into the autonomic system to allow for greater
compatibility.

Privacy could be considered as a sub-set of confidentiality. The
reason to keep it separated is because privacy also refers to non-
linkability, location privacy, context privacy, trust management
and most importantly anonymity. The goals of privacy are categor-
ized into the following based on the context of the private data
under consideration:2 Thanks to the paper reviewers for highlighting that.
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3.4.1. Non-linkability
It refers to the division of private data for the same user so that

no one can establish a profile based on the data. For a single user
who owns a multitude of devices, the autonomic system should be
able to dynamically add noise to the data, and then be able to filter
it out as well. This will prevent any attacker from searching for
patterns and reverse engineering any sniffed data. The disadvantage of
such a method, however, is the increase in the data bandwidth that is
required. Nevertheless, the decision on the optimum amount of
addition of data noise, as well as the frequency is another responsi-
bility for an autonomic system.

3.4.2. Location privacy
It guarantees that a device's current and past location is not

disclosed.

3.4.3. Context privacy
In context privacy, access context information should be kept

secret. Self-protection of personal information, as well as the type
of data that can be generated and processed at the device should
be ensured. In an example concerning medical IoT systems, there
may be different profiles of context privacy to access patient data
without explicitly requiring patient's permission (Ashraf et al.,
2014a).

3.4.4. Anonymity
It demands the identity of a node be hidden. This results in a

direct consequence for location privacy as well. A purely anon-
ymous communication is needed because of shortcomings of
existing communication protocols.

3.5. Authenticity

The goal of authenticity guarantees the legitimacy of the parties
under consideration since it is necessary to ensure that commu-
nication data should actually origin from where it claims to origin
from (Grover and Lim, 2015). Similarly for IoT, it is also important
to validate the parties involved in M2M communication, while
keeping IoT constraints in mind. Recently, a light-weight authen-
tication protocol was proposed to replace complex encryption
algorithms by adopting a hardware approach (Lee et al., 2014) to
address the device constraints. Moreover, a significant advantage
for authentication schemes is IoT is that they can benefit from
innovations of device specific features such as near field commu-
nication (NFC) tags, RFID tags, as well as location based informa-
tion. As an example, Petrov et al. (2014) propose a NFC based
authentication using an innovative way to tackle the problem of
constrained resources in IoT. Their scheme utilizes passive NFC so
that battery and computational resources are not employed at the
end devices. Traditional authentication schemes may even lead to
novel challenges in IoT, e.g. Mahalle et al. (2014) suggest that
authenticating individual devices in a short time is impractical,
and propose a group based authentication scheme to overcome
the associated problems. Furthermore, bio-metric authentication
schemes such as finger-print recognition are not applicable for IoT
devices (Ren et al., 2013). The requirements for autonomy in
authenticity need to consider MITM authentication, trust manage-
ment and monitoring functional states:

3.5.1. MITM authentication
Many attacks target confidentiality in an attempt to get access

to the data. These include but not limited to eavesdropping, traffic
analysis, cloning, replay, spoofing and MITM attacks. The MITM
attack is a form of active eavesdropping in which the attacker acts
as a router and makes independent connections with the targets

and then transfers messages between them. A MITM attack can
succeed only when the attacker can impersonate each endpoint to
the satisfaction of the other. Self-protection for an autonomic
systemwould refer to the methods of prevention of impersonation
of any device. Thus, the system should be able to dynamically
modify the identity information for a given device, as static
identities are easier to impersonate. Impersonation makes the
end nodes to believe that they are talking directly to each other
over a private connection, when in fact the entire conversation is
controlled by the attacker. In the conventional Internet model,
most cryptographic protocols include some form of endpoint
authentication specifically to prevent MITM attacks. Various
defenses against MITM attacks use authentication techniques that
are based on public key infrastructure, secret keys, mutually
trusted certification authorities, latency examination, channel
verification, and one time pad. MITM-attacks are a problem with-
out any solid solution, the root cause being that authentication is a
problem without a solid solution. An autonomic self-healing
system can dynamically switch and use different methods after
an MITM attack has been observed. Prevention of MITM attacks
can be only achieved by employing strong authentication techni-
ques as well as solving trust management problem.3

3.5.2. Trust management
A large scale adoption of IoT is proportional to the security

offered by IoT services. Trust is one important factor which helps
customer acceptance as well as reduce the element of risk. Few
schemes do exist where IoT components interact solely based on
trust, such as adaptive routing in a smart grid (Xiang et al., 2014).
An early attempt towards autonomic device management con-
sidering trust requirements is also available (Hammer et al., 2014).
In one case, not only does trust based methodologies contribute to
security, but network performance was also found to be improved
(He et al., 2012). Readers are recommended to refer to the
publication by Yan et al. (2014) on trust management for IoT.

3.5.3. Monitoring functional states
In addition to the sensor obtained data in IoT, control data such

as to monitor the functional states of any system also needs to be
authenticated. Monitoring as a pre-requisite process in autonomic
algorithms could be applied for 1) detecting device faults, 2)
detecting configuration changes, and 3) collecting performance
data. Here, authentication provides the means to verify the identity of
a node that participates in such monitoring tasks (Battat et al., 2014).

4. Threat mitigation taxonomy

As highlighted earlier, security solutions have been classified as
either self-protecting or self-healing, in relation to the autonomic
mechanism used for mitigation. Self-protecting solutions follow a
passive approach and attempt to prevent security threats before
they happen. This is done using various cryptographic techniques,
with the knowledge of how common attacks are executed. In the
case of self-healing solutions, the specific counter-measures for
mitigation are taken only after the attack has been detected.
Reactive measures are easier to achieve than protective measures,
as typically the attacks aim confidentiality, integrity, availability,
authenticity or privacy. Nevertheless, it is important to include
protective mechanisms as well supplementing the reactive mech-
anisms, resulting in what we call as hybrid schemes.

Threat mitigation solutions have been classified separately accord-
ing to layer based, actor based, and specific approach methodologies.

3 Thanks to the paper reviewers for the highlighting that.
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The solutions which aim to solve specific layer-based problems have
been grouped accordingly. All layered classifications have been further
grouped loosely based on autonomic activity as either autonomic
managers or managed resources. Due to the absence of a clear line of
defense, a complete security solution should integrate both self-
healing and self-protecting approaches, and should be able to prevent,
detect and then react appropriately. As threats become faster and
more aggressive, so should the responses.

The proposed taxonomy is summarized in Fig. 2 and discussed
in the following sub sections. In this proposed taxonomy, mechan-
isms residing in the managed resource and autonomic manager
will be further classified as M2M, Network, or Cloud based. More
particularly, the proposed taxonomy aims at grouping IoT security
vulnerabilities and their mitigation solutions using an autonomic
terminology.

4.1. M2M layer

The most effective implementation of autonomic security appro-
aches is possible at the M2M layer as hardware based solutions are
more robust and faster than software based ones. One such example
is a light weight authentication scheme proposed by Lee et al. (2014).
To keep the cost of the end devices low and achieve long battery life,
complex schemes are usually avoided. Attacks in the M2M layer
include jamming, deactivation, tampering, collision, and exhaustion
which have been described next.

4.1.1. Jamming
Jamming is an attack on availability and renders the wireless

spectrum to be unusable for the constituent devices. The threat
level from jamming based attacks can be considered very high in
IoT due to the characteristic of remote, unmonitored deployment
of IoT devices. Jamming mitigation approaches fall traditionally
under self-healing paradigm. Jamming is classified as a physical
layer attack in which the radio frequencies are disturbed by use of
interference and saturated with noise signals which effect the
transmission of legitimate signals. Signal jamming of radio fre-
quency channels results in a DoS attack and is prevented by a
proper monitoring of cognitive spectrum (Liu et al., 2013), and
eventually distributing the usage across the available spectrum.

In the popular techniques of jamming mitigation, autonomic
behavior is manifest and can be further developed as follows.
Wireless sensors such as sniffers usually collect details about
Received Signal Strength Indicator (RSSI) values and similar wireless

information from the environment. This represents the “Monitor”
phase of the MAPE architecture. These details are compared with
known patterns and extreme values for specific parameters, such as
an abnormally high RSSI values in a specific frequency of the
spectrum. Once a possible jamming attack is suspected, the appro-
priate mitigation method is planned, and then executed by the
effector. In the technique by Liu et al. (2010), instead of monitoring
the RSSI values, analysis of the hearing range of the wireless nodes
inside the jammer area is done. The execution of mitigation can
follow different forms as well. Some methods attempt to neutralize
the jammer signals by cancellation (Shoreh et al., 2014) and by
switching the usage in other portions of the spectrum (Kang et al.,
2013), whereas some merely attempt to localize the jammer for
further action (Cai et al., 2013; Habaebi and Ashraf, 2014). Some
methods are also specifically designed to cater for problems in
specific access control methods. As an example, DEEJAM (Wood
et al., 2007) attempts to mitigate jamming attacks specifically in
IEEE 802.15.4 standard based wireless networks.

4.1.2. Tampering
Tampering is essentially an attack on confidentiality and avail-

ability. Data tampering occurs when an attacker modifies, adds, or
deletes data in the end device itself. In such attacks, the end device
is compromised by physically capturing a node from the network.
The attacker can collect all information and try to recover beneficial
information. An advanced attacker can recover, reprogram and
redeploy it in the field to attack the network. An attacker can study
the type and format of data that is being transmitted by IoT devices,
and attempt to tamper and generate the same. In such a case, the
accuracy of the data generated by the network is questionable. An
autonomic scheme for self-protection based on device identities,
and proper authentication, is needed to preserve the integrity
of data.

The MAPE architecture can be implemented as follows. The
system can monitor for suspicious data being generated by the
nodes, and periodic checks could be made to see whether the node
has been compromised. Based on this control data, the system can
mitigate it by dropping the data generated by the suspicious node.
For example, if the system detects possible capture, it may
remotely instruct the node to delete any data stored on the device,
such as security keys and synchronization data. This can signifi-
cantly delay and prevent attempts at reverse-engineering. In the
scheme by Henrici and Muller (2004), the primary concept is that

Fig. 2. The proposed taxonomy for security threat mitigation techniques. Research works may be classified under one or multiple categories.
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neither the keys nor any usable data are stored on a RFID tag, and
thus capture of a node will results in little or no damage to the
system. Tampering is classified as a low threat category, but highly
affects the integrity of data.

4.1.3. Deactivation
This refers to the physical destruction of the node or unauthor-

ized application of a “kill” command. Deactivation results in loss of
availability in the network. We can imagine the following scenario
to appreciate the need of mitigation methods against deactivation.
Smart cities are filled with IoT devices, to sense and actuate, and
are in the danger of being destroyed or stolen by people. This can
re-define modern day cyber vandalism to a new level. An attacker
can also attempt to enter the interface of the node, and try to
shutdown, or kill the device. From network's perspective, both
these attacks will lead the node to stop being detected, and cease
to function. Password protection as well as physical security
measures such as camouflage can provide some respite. However, a
large scale application of this attack will result in the network falling
apart and perhaps DoS may result in multi-hop environments.

Deactivation can be classified as a high impact attack in the
wisdom that perhaps there are no software methods that can
effectively prevent it. Remote triggering of the kill command can
be disabled, but a physical damage cannot be. The only way out is
to protect the node from external influences by enclosing in a
protective case. Monitoring the status of IoT devices is important,
which also includes monitoring the physical condition of the
nodes. It may be argued that autonomic computing does not
exactly fit as a possible solution for this attack, as the scope is
more physical and is not affected by software mechanisms.
However, monitoring the status and analysis of such data could
help the user reduce the downtime of the system. The MAPE
architecture could monitor the loss of any node, and then assign
its offered services to some other node in the network, such that
overall service levels are maintained. That would be one manner,
where self-healing could be demonstrated for deactivation.

4.1.4. Collision
Collision is similar to the jamming attack, as the loss of data

packets happens by virtue of simultaneous existence of signals in
the concerned spectrum. Collision may also occur intrinsically in a
large network, due to problems in the design of synchronization
and transmission times. Transmitted data packets can be disrupted
by the malicious users transmitting asynchronously that can result
in a checksum mismatch or back-off in some MAC protocols. An
attacker listens on the communication medium and guesses the
expected time of message transmission. The attacker then sends a
message at the same time when a proper message is started which
results in collision of the message in the wireless medium.
Repeated cycles of collision can result in a DoS attack and affect
the availability. In IoT, there is a high probability of collision due to
co-existence of many protocols in the WIFI 2.4 GHz band (Howitt
and Gutierrez, 2003).

Monitoring RSSI values such as in jamming mitigation is not of
much use, as attacker's signals are more dynamic and stealthier.
An autonomic system can recover by dynamically adapting with a
variable flow control mechanism for collision mitigation due to a
jammer (Hang et al., 2013). Autonomic self-healing for collision
recovery by random number based mechanisms could be a future
research area.

4.1.5. Exhaustion
Exhaustion results as an after-effect of some of the previously

mentioned attacks. Devices on batteries can be energy exhausted if
the network faces continuous collisions and DoS attacks. In many

M2M MAC layer protocols, collision results in repeated attempts at
re-transmission, which highly drains the battery resources. Solu-
tions of rate limitation and a timer can help prevent exhaustion in
end nodes. Exhaustion could be a result of other attacks, which
aim to exhaust the energy resources. Exhaustion is classified under
DoS for high impact attacks and has been linked to the deactiva-
tion attacks. The linkage is due to the common pattern of the
permanent removal of nodes from the network with a common
goal to reduce the network size.

Common mitigation methods include rate limitation, use of
timers, cognitive adaptation, as well as cross layer designing (Feng
et al., 2013). Autonomic decisions may include deciding on duty
cycling methods and cognitive adaptation. The system will not
only protect the availability but also help in prolonging the
lifetime of the network.

4.1.6. De-synchronization and replay
Request for retransmission of missed frames can be made by

repeatedly forcing messages into the network which carry sequence
numbers to one or both end points. Time Division Multiple Access
(TDMA) based schemes are particularly vulnerable and few counter-
measures are explained by Manzo et al. (2005). In this scenario,
separate methods exist for single hop networks and multi-hop net-
works. Replay is mostly an attack on synchronization whereby an
attacker stores previously transmitted data and repeats it at a later
time to mislead the receiver node. Many authentication mechanisms
such as by Corson and Macker (1999) are immune against the replay
attack, and lessons can be learnt in order to design an autonomic
secure system. Simple encryption of data can also be an effective
means against the replay attack. Replay attack could thus be con-
sidered as the easiest attack to be mitigated. It has been placed in a
high risk category as failure of mitigation can lead to the downfall of
the efficiency in the network. Mahalle et al. (2014) mitigate the replay
attack by dynamically changing the session key upon fulfillment of
certain conditions.

4.2. Network layer

4.2.1. Hello flood
Some routing protocols require nodes to broadcast hello

messages to announce themselves to their neighbors. A node
which receives such a message may assume that it is within a
radio range of the sender and attempt to use the route as a
communication path. However an attacker with large enough
transmission power could convince every other node in the net-
work that the attacker is its neighbor. This will lead to far away
nodes sending the packets to the attacker which will be lost. The
work by Singh et al. (2010) presents some counter-measures. This
is a fundamental issue when it comes to acknowledgment based
systems. However, acknowledgments are usually in the dominion
of a powerful host with sufficient energy resources. For routing
mechanisms, unequal transmission radii of legitimate nodes may
also result in a hello flood. This attack has been classified as a low
impact attack on availability. Autonomic mitigation mechanism
may include use of authentication, and puzzle schemes such as
described by Koh et al. (2013).

4.2.2. Sinkhole
An adversary attracts a central node and compromises it

leading to loss in availability. This leads to message drops and
even a DoS attack. An intrusion detection system (IDS) is described
by Krontiris et al. (2008) particularly to detect the sinkhole attack
for the MintRoute protocol. Furthermore, the IDS by Choi et al.
(2009) is able to detect the sinkhole attack for networks using link
quality indication (LQI) based routing protocol. An autonomic
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system, however, demands reactive measures to be taken once the
detection has occurred. The risk level in this case is very high as
compared to the tampering attack where just a handful of end
nodes are compromised. Not only can all the data be sniffed, but
the network could be controlled if it is infrastructure based.
Autonomic methods may include the use of distributed architec-
ture and use of authentication (Shafiei et al., 2014).

4.2.3. Sybil attack
In a Sybil attack, a single node creates its own multiple identities

and presents it to other nodes in the network using them to gain a
disproportionately large influence. This will result in removal of all
original neighbors from the table of active sensor nodes in the routing
table. System's vulnerability to a Sybil attack depends on how easily
identities can be generated. It also depends on the degree of reputa-
tion to which the system accepts inputs from entities that do not have
a chain of trust linking them to a trusted entity. The local Sybil
resistance scheme (LSR) attempts to detect Sybil attacks particularly in
the use case of vehicular networks (Lin, 2013). Vehicular networks
seem to be the hot topic as a use-case for research in Sybil attacks. Lin
(2013) also discussed the availability of a road side unit (RSU) to help
counter and detect the attack. Work by Zhou et al. (2011) also focuses
on vehicular networks and aims to detect the Sybil attack through a
distributed, workload and passive overhearing. They attempt to
preserve privacy while doing the same, and claim minimal overhead
and network delay.

The work by Yu et al. (2008b) discusses three requirements for
defenses against a Sybil attack in a vehicular network. First, any
proposed scheme should protect the information about the nodes, and
thereby preserve privacy. Second, the response time of the counter
measure should be immediate. Finally, a verifier should be employed
to prevent the Sybil attack to automatically adapt towards the
prevention schemes. Lessons from autonomic computing can con-
tribute highly to the third requirement. They propose SybilGuard
which portrays the use of these requirements and sets a limit to the
number of false identities that can be initiated by a malicious user.
SybilLimit is proposed by Yu et al. (2008a) from the same research
group, which improves upon the concepts set by earlier by adopting
and including a social based setup. Mobility is considered by Lin (2013)
and by Zhou et al. (2011) specifically in the case of vehicular networks
in the form of moving cars etc. The work by Abbas et al. (2013),
however, presents a light weight scheme, residing in the lower layers;
with support for mobility and variable transmit powers as well. The
detection is based on rules such as the rule for values of RSSI for new
nodes that attempt to join. This mechanism, however, might not apply
in all cases as the analysis is solely on the first RSSI values, which a
knowledgeable, powerful malicious node might easily bypass.

4.2.4. Selective forwarding/gray hole
Certain malicious nodes can refuse to forward some messages

and just drop them. This can result in delay and bandwidth
degradation in the whole network. Thus, confidentiality and
availability are compromised. Probing and redundancy checks
can be the possible solution. Many solutions have been proposed
which range from providing detection to a complete recovery.
Others focus on lessening the damage caused. A scheme which
detects and recovers the network has been proposed by Deng et al.
(2009). With a claimed accuracy of over 95%, the scheme employs
a messaging based watermark technique to keep track of the
forwarded path. This scheme however, claims to result in network
delay due to the cost of processing. The work by Shila and Anjali
(2008) focuses on the Ad Hoc On-Demand Distance Vector (AODV)
and similar routing protocols before proposing a scheme that
consists of two phases of detection and localization. They use
packet counters to keep track of a series of control messages which

are passed through the wireless nodes. Another method termed
CADE, also makes use of acknowledgement based detection but
eliminates time synchronization requirements (Kim et al., 2008).
CADE makes use of cumulative techniques and claims to reduce
overhead. Another technique by Pandarinath (2011) breaks the
information packets into a multitude of smaller pieces, propagated
along specific paths and then the decision of malicious node
presence is made. A complete survey on the proposed solution
for this attack has been conducted by Bysani and Turuk (2011). The
common mitigation measures which can benefit from autonomic
practices include probing, redundancy, and message based detec-
tion (Mohebi and Scott, 2013).

4.2.5. Eavesdropping and traffic analysis
The eavesdropping attack and traffic analysis act as a pre-requisite

to many other attacks, and usually the transmitter and the receiver are
unaware of the presence of this attack (Dai et al., 2013). Eavesdropping
and traffic analysis are classified as either passive or active. In passive
eavesdropping, the attacker detects communication traffic by listening
to the transmission medium, and processes it to extract vital informa-
tion. On the other hand, in active eavesdropping, the attacker sends
control data as queries to initiate specific processes and replies from
the destination device. The reply is further used in the analysis to pave
the way for other attacks. It is hard to decide on whether eavesdrop-
ping should be grouped under M2M, Network or Cloud attack since
data can be eavesdropped at levels of communication. Eavesdropping
on data in the M2M layer is easy, but not as beneficial as the adversary
can only eavesdrop on selected portions of the system, and the raw
data may not be particularly useful (Rabbachin et al., 2011). Wireless
IoT devices are heavily prone to eavesdropping. On the other hand,
eavesdropping on data in the Cloud layer is essentially the most
profitable, as context information is included as well. However, the
ease of implementing an eavesdropping attack on the Network layer
makes it suitable for this category. Eavesdropping could be active or
passive, depending upon whether the sniffed data is just monitored
for information, or used for initiating another attack. The MITM attack,
discussed earlier, is an example of an active eavesdropping attack.
Here, the adversary makes independent connections with the source
and destination devices, acting as a router, and transfers messages
between them. In this process, data is captured, understood and
modified. Eavesdropping on a new device that is attempting to join a
network may allow the attacker to observe control data. This can
further allow the attacker to generate messages impersonating other
devices, and to manipulate and understand how the network topology
is built (Pawar et al., 2011).

4.3. Cloud layer

4.3.1. Flooding
The attacker can exhaust important resources like battery by

sending the victim many connection establishment requests. Ad
hoc layers have received some attention for mediating the flooding
attack in (Ping et al., 2006). Here, Ping et al. present an ad-hoc
flooding attack that aims to exhaust node resources and band-
width. The corresponding proposed solution is able to recover
bandwidth automatically and save resources but may not be able
to stop the interference caused by the intruder broadcasting
continuously. Flooding has been linked to hello flood based attack
as they resemble in the methodology for attack. Furthermore, this
has not been classified as a high risk attack as IoT end device will
be rarely employing transport layer based advanced mechanisms
of TCP. UDP instead is not highly vulnerable as connection is not
established. IoT communication within transport layer is expected
to be majorly connectionless. This attack on availability can be
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easily mitigated by setting traditional connection establishment
barriers as a part of autonomic self-protection measures.

4.3.2. Malware
This is an attack on confidentiality of information. Malware

traditionally refers to the application of viruses, worms and
Trojans to interfere with the system. Malware attacks have been
included in this study as vulnerable mobile phones and other high
end devices are also a part of the IoT. Malware may not affect the
sensor based motes but significant risk may exist for sinks/gate-
ways being represented as applications in the mobile phones.
Bluetooth devices may be at risk more than the other technologies
such as 802.15.4. Mitigation solutions include constant vulner-
ability scans using malware pattern classification (Canzanese et al.,
2013) and risk mitigation services (Loveland et al., 2008). The
pattern classification can be done using the autonomic control
loop component of “Analysis” following which the autonomic
“execution” of the mitigation service can be performed.

4.3.3. Spoofing and message forging
Spoofing occurs when an attacker successfully impersonates a

node. A data transmission may be recorded from the node by
someone with a suitably programed portable reader. During re-
transmission it appears to be a valid node. However it is not to be
mistaken for cloning, as there is no actual node involved, just a
much bigger and powerful portable machine. Spoofing has been
classified as a high level risk because of the method of the attack.
Spoofing attack may not just be limited to the application layer,
but can exist in all layers. Spoofing is an attack primarily on
authentication, and impersonation of nodes defeats the principles
of privacy as well (Schaffer et al., 2012). For IoT, research is needed
to mitigate the spoofing attacks in an autonomic manner. Message
forging, on the other hand is can attack where the adversary
creates a new message or modifies an existing message to deliver
different content. In the specific case of modification of synchro-
nization messages, message forging can be considered as a form of
the replay attack.

4.3.4. Intersection
The intersection attack, also known as the composition attack is

focused on defeating the privacy of the system by focusing on
auxiliary information of a system (Ganta et al., 2008). This
information is gained from other channels such as web or third
part public records. It targets the non-linkability element of the
privacy information model. An adversary makes use of anon-
ymized data from different sources, and attempts to link them.
Schemes such as by Sweeney (2002b) exist based on “k-anonym-
ity” techniques to mitigate the effect of the intersection attack.

5. Challenges for implementation

It is generally accepted that horizontal, layered autonomic
solutions are easier to design and develop, catered for specific
security issues. However, some attempts at defining vertical
security architectures have also been made. There are also few
others, that provide a pattern based solution for similar attacks.
Various approaches have been reviewed and discussed by (Ning
et al., 2013) dealing with key distribution schemes, smart grid
security, and a scheme for multimedia traffic as well as catering to
the vertical idea of “Smart Community”. However, in addition to
those, other policies and approaches have also been mentioned.
The challenges for implementation are summarized below:

5.1. Privacy and wireless constraints

To prevent deactivation of nodes, the kill command should be
disabled or password protected. However, option of disabling will
help enforce consumer privacy, so the latter solution is emphasized
in any autonomic decision. A privacy protecting scheme by Juels
et al. (2003) proposes IoT devices to be either private or public
based in an attempt to prevent unwanted scanning of nodes.
Another interesting idea by Ohkubo et al. (2004) is regarding
identification of devices, in which each device will be given a
temporary ID to be used in communication, so that an adversary
cannot know the real ID of the node and thus privacy is protected.
Privacy and trust management come complementary, and it is also
another challenge to develop trust models (Gu et al., 2014).

Another idea by Juels (2005) suggests that a device can dynami-
cally release some random information for each new gateway query,
which should be used specifically by the gateway in future commu-
nications. This will prevent any attacker to impersonate the gateway
node and attacks such as spoofing and MITM can be avoided thereby
fulfilling the goal of self-protection. Some other approaches also make
use of hashes (Ohkubo et al., 2004; Weis et al., 2004) in which the
hashes are calculated at the central router or node. While this does
solve the problem of the end nodes being computationally weak,
however, a new problem arises that the load on the central device
rises linearly as the number of nodes attached is increased. Such
scalability can result in a loss of availability. In cryptography based
solutions, an important scheme worth mentioning is elliptic curve
cryptography (ECC) and its derivatives which have an important
advantage of less memory consumption. With regard to detecting
and blocking malware, it is impractical, reactive and often it is much
cheaper and effective to be proactively be running periodic scans and
consequently taking action as soon as possible. In this case, self-
protection is more advantageous than self-healing.

Recently, Riahi et al. (2013) proposed an approach based on a
cognitive and systemic approach and divides the problem from the
view point of the different actors which interact with the system
and the environment. In another proposed framework, Altolini
et al. (2013) argue about the importance of starting from scratch
and defining the software and hardware components for security.
Embedded security should focus on the building blocks of
approaches, secure storage, protection of hardware input/output
interfaces, and even secure boot up.

IoT is largely made up of wireless networks with an extended
access to the Internet that acts as the backbone for communica-
tion, hence, resulting in a fundamental vulnerability. In some
systems, each mobile node in a network may function as a router
and forward packets for other nodes (Corson and Macker, 1999).
The important point is that the wireless channel is accessible to
both legitimate network users and malicious attackers. As a result,
there is no clear line of defense in wireless networks from the
security design perspective.

The boundary that separates the inside network from the outside
world is blurred. There is no well-defined place/infra-structure where
a single security solution may be deployed. Multiple networking
entities share the wireless channel and as a result the bandwidth is
constrained. 6LoWPAN, for example, provides a solution in the form of
relating to some security issues as well as the major issue of unique
addressing of nodes. 6LoWPAN offers link layer security in the form of
128-bit AES encryption in IEEE 802.15.4. It should be noted, however,
that any communication beyond 6LoWPAN routers is vulnerable
(Shelby and Bormann, 2011).

The IEEE 802.15.4 has been used to implement IoT in many cases,
due to advantages of low cost and power management to ensure low
power consumption, along with low data rate of 250 kbps, 40 kbps or
20 kbps. There still exists a tradeoff though, in terms of performance,
cost and security as can be seen in RFC 4919 that the “the devices
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employing IEEE 802.15.4 radios will be limited in their computational
power, memory, and/or energy availability” (Kushalnagar et al., 2007).

The advantage of mobility in IoT brings new challenges in
which the major threats are data interception and identity forgery.
The adversaries may actively manipulate, misrepresent, and inter-
cept data, or passively monitor data transmission. For instance, in
Zigbee based networks, the sensor nodes and sink nodes are
dynamically self-organized in a multi-hop manner, and the mal-
icious nodes may be embedded into the area to communicate with
the neighbor nodes for data collusion.

5.2. Architectural patterns

Software architecture proposed by Fischer and Gesner (2012)
mention how existing technologies mostly protect systems that
are non-IP based, by restricting specific components using a pre-
set rule. They provide the general requirements for fulfilling a
modular, secure IoT based setup in an industrial environment. The
work by Zhang et al. (2011) has attempted to develop a strategy of
dividing IoT into three layers of perception, transport and applica-
tion. The choice is justified based on the human nervous system
layers for environment perception, signal conveyance and higher
level processing. The work also evaluates the security in the layers
of IoT using a weak fuzzy analysis argument. Altolini et al. (2013)
recommend that software based security implementation should
be avoided as they affect the overall lifetime of the network severely
up to 25%. The hardware implementation would be substantially fast,
as it has been proven from comparisons between hardware and
software implementation of the AES security algorithm. Other works
on middleware based frameworks have been reviewed by Chaqfeh
andMohamed (2012). One approach makes use of wireless scenario to
the advantage of designing random implementation for wireless
security (Xiao et al., 2010). An interesting work gives rise to the
concept of punishment and incentive based methods, where the goal
is to encourage cooperation between components and prevent selfish
methods. Such methods can be grouped as soft security mechanisms
(Wang et al., 2011).

In our taxonomy, the perception and the application layer have
been represented, respectively, as the M2M layer and the cloud
layer. This naming enables a larger scope and connects well with
IoT paradigm, cloud computing and big data principles.

Intelligence and big data processing takes place in the cloud layer,
as well as analytics and reporting. Transmission is handled by the
network layer relying on IP based communication. In the M2M
layer, the devices interact with the environment, and commu-
nicate with similar devices on a low level of communication.
Security constraints become higher as you move down, because of
the increasing amount of heterogeneity, as well as the device
limitations in processing and protection. Performance wise, lower
layers are more effective as hardware implementations in security
are more robust, and hard to compromise. In theory, implementa-
tion of security approaches is most effective in the M2M layer.

5.3. Conflicting objectives

Autonomic authentication demands an end device to dynami-
cally reveal its identity to some extent, whereas privacy lays strict
rules against any sort of identification, and disclosure of personal
data. These security goals of authenticity and privacy tend to
conflict, but are not exactly the opposites. Their relationship is
more complex, because the more private data that is disclosed, the
easier it may be compromise the authentication of a system (Chen
and Nguyen, 2008). Furthermore, the broader the scope of the
authentication system, the greater is the potential impact on
privacy (Millett and Holden, 2003). To design an autonomic
authentication system for IoT, decisions for device identifiers has
to be made, such that the basic goal of authenticity is achieved.
However, such decisions will have implications for privacy, and it
should be ensured that device identifiers must not be easily linked
to an individual user or any physical entity in the complete IoT
eco-system.

5.4. Summary

The mentioned characteristics are summarized in Fig. 3, which
reveal patterns and relation between different security concepts.
Furthermore, the general challenges of security in IoT can be
summarized as follows:

� Components are often unattended and remotely located which
may result in physical attacks.

Fig. 3. Patterns observed across various layers in IoT communication
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� For communication, wireless technology is more popular than
wired connections. Security in wireless communication is easier
to compromise (Sexton et al., 2009). Wireless technologies are
susceptible to interference and interception as well.

� Due to the fewer high computing resources in the IoT nodes, a
roadblock exists to the implementation of secure and complex
security protocols.

� A single point of failure may exist in IoT systems. In the form of
a central processing router or computer. Compromising that
point e.g. by DoS attack can severely affect the functionality of
the network.

� The existence of the MITM attack proves to be a problemwithout
any foolproof solutions (Carmilema et al., 2012). Impersonation of
each endpoint can lead to a successful MITM attack. MITM attacks
can be greatly mitigated by addressing the underlying issues of
authentication and trust management.

� Finally, a complete autonomic security framework should pro-
vide defense against skimming, eavesdropping, traffic analysis,
spoofing, cloning, replay and MITM attacks.

6. Future directions

So far we have provided an overview of the key security issues
related to the development of autonomic IoT with emphasis on the
issues that require further research. Indeed, current technologies
have made IoT feasible but security remains a big concern. The
current literature and research activity also point to an increase in
complexity and diversity in IoT in the years to come. System
deployment covering across the layers has already begun in full
fairness. Some of these trends will help complicate the threat
mitigation approaches in the future, and demand superior auto-
nomic independency in the systems. Such future directions have
been compiled next.

6.1. Autonomic software proliferation

Middleware solutions allow for the rapid development and
deployment of solutions. All data in IoT will have to pass through
middleware deployments in order to enable compatibility across its
heterogeneous components. Autonomic configuration management
and dynamic service delivery require additional security schemes to
reach goals of the standard information security model.

6.2. Device constraints

Currently, the end devices are designed to merely collect and
forward sensor data to the higher layers. Increasing complexity
will allow autonomic self-configuration and actuation of these
devices. It is critical to protect misuse of such configuration by
adoption of proper security schemes in communication and data
privacy. Future devices will allow for self-maintenance thereby
fulfilling another goal of an autonomic system.

6.3. Design complexity

Security schemes may be combined with other common
research ideas in IoT, such as energy conservation. The integration
and specification of security requirements for cross layer designs
could be an interesting field of future research. Self-adaption and
cognitive features will bring extra complexity to the system design,
and security would be deemed a high requirement. Furthermore, a
lighter, portable but more robust security mechanisms are also
needed that take into account the level of computing resources
needed and the energy levels present at the IoT nodes. Certificate-

less public key algorithms are also being applied to IoT. However,
initial attempts at the design of certificate-less mechanism may not
be suitable for IoT (Shi et al., 2014). Mahalle et al. (2014) have
adapted a group based authentication methodology instead of
individually authenticating each and every IoT device. This brings
another option for system designers to consider innovatively tack-
ling the issue of scalability.

6.4. Standardization efforts

One of the biggest challenges in IoT is to support heterogeneity,
and be secure at the same time (Sheng et al., 2013). Currently,
many types of devices and standards co-exist in one application.
All of them provide information to the back-end systems or
communicate with other devices using traditional security
schemes. However, these devices cannot directly communicate
with each other due to interfacing issues. Thus, a common gate-
way is used to coordinate all autonomic decisions amongst the
constituents. This gateway should have an interface that can
understand the proprietary security protocol used by a specific
device and translate it in common language such as IP. Gateway plays
an important role that provides interface between heterogeneous
devices to the Internet, and interfacing the security requirements. In
the context of autonomic computing, a gateway becomes the ideal
candidate to represent autonomic manager.

IP is the common communication language used by almost all
devices in the Internet and forms the basis of IoT communication.
Based on that, internet experts suggested a new stripped-down
version of IP for use in WSNs. Schemes of Low power Wireless
Personal Area Network (6LoWPAN) (Shelby and Bormann, 2011)
and Routing Over Low power and Lossy networks (ROLL)
(Watteyne et al., 2011), which use IP for low power devices, have
been formed under Internet Engineering Task Force (IETF). These
open standards have defined a number of schemes that focus on
secure communication and failsafe routing. With the use of
6LoWPAN, wireless sensor nodes that are previously not addres-
sable are now reachable through the Internet. However, the
continued implementation of the complete IPsec stack to protect
mobile devices, the inability to implement individual local fire-
walls as well as the implementation of TLS is something to be
looked into. Similarly, the limitation of implementation of TLS has
given rise to Datagram TLS (DTLS) which is being preferred over
TCP based TLS (Hartke, 2014). However, being based on UDP,
implementation of DTLS needs to ensure reliable packet delivery
during the initial handshake process.

Few other standards are recommended to be used on various
low-power devices for higher layers. Message Queuing Telemetry
Transport (MQTT) (Locke, 2011) is an open message protocol for
M2M communications that enables the transfer of telemetry-style
data. Other existing standards are Zigbee (Baronti et al., 2007),
Wireless HART (Song et al., 2008), and Low Power WIFI (Dobkin
and Aboussouan, 2009), which include fundamental security
mechanisms for communication. Any additional autonomic secur-
ity solutions will have to be dependent on these messaging
techniques to allow for the transfer of control data.

Data from IoT devices can be sent to the autonomic manager
to be processed or the managed device itself can make appro-
priate decision based on certain rules. In autonomic IoT, end
devices do not only push data to a central location, they also
have some self-n properties for them to act based on the
environment they are working on. In this event, communication
standards have to be compatible in dynamic environments. The
data produced by IoT end devices has to be transformed into
information so that it can have meaning. Based on input from
few sources and by using semantic technology, the information
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can then be transformed into knowledge that is useful for making
decision in some scenarios.

Internet engineers have also proposed new IETF working
groups specifically for IoT communication. Two important new
schemes under these working groups are DTLS In Constrained
Environments (DICE) (Hartke and Bergmann, 2014). In addition, a
new application layer protocol has been introduced to be used to
translate HTTP for low-power devices. This standard, termed as
Constrained Application Protocol (CoAP) is being widely used to
replace HTTP as the higher level protocol (Shelby et al., 2013).
CoAP is customized for use in IoT, and utilizes specific features
from HTTP for the same. The usage of HTTP security protocol
(HTTPS) is supported but limited. Few other standards are being
proposed for this such as the IETF-constrained RESTful environ-
ment (CORE) scheme (Shelby, 2012). Open source IoT (OSIOT)
(Koster and McNeil, 2013) provides an IoT toolkit that enables
interoperability across networks by introducing methods for
seamless service integration and secure communication, for exam-
ple, by using RESTful APIs (Fielding, 2000). An autonomic system
requires communication between the components in order to coor-
dinate the decisions appropriately. DICE is still in the initial phase and
work is being done to include CoAP group communication, as well as
ensure source authentication (Kumar, 2014). Readers are recom-
mended to go through the work by Sheng et al. (2013) for a survey
of current IETF standardization attempts in more detail.

6.4.1. Additional remarks
On a final note, none of the above mentioned security schemes

have been evaluated in terms of the complexity level, computa-
tional resources required and energy consumption levels at the IoT
node. These serve as design level roadblocks, and a fresh look into
the design process of such security approaches is needed. For
example, security solutions that involve a low level physical
human intervention are encouraged rather than relying totally
on autonomic software solutions. Complete autonomic security is
still a research dream and currently autonomy exists in discrete,
independent parts. Partial autonomy does exist, and the future
research should strive to build vertically towards the goal of
complete, yet robust autonomic secure system.
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